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Dark Matter Motivation
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Abundance of astrophysical evidence for the existence of cold, dark matter (DM).

Galaxy Rotation Curves

Gravitational LensingCMB Structure Formation
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Particle Dark Matter
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Dark matter cannot be explained by Standard Model (SM) particles. 

• CMB and Big Bang Nucleosynthesis measure the baryon fraction and rule 
out ordinary dark baryons. 

• Supporting a new, Beyond the Standard Model (BSM) particle, WIMP miracle 
predicts a weakly interacting particle will freeze out with correct relic 
abundance to account for current dark matter density.

Why particle dark 
matter?

Why not just ordinary (dark) baryons? 

A: BBN and CMB make independent measurements of the baryon 
fraction.  Observations only accounted for with non-interacting matter 

20. Big-Bang nucleosynthesis 3

3He/H p

4He

2 3 4 5 6 7 8 9 101

0.01 0.02 0.030.005

C
M

B

B
B

N

Baryon-to-photon ratio η × 1010

Baryon density Ωbh
2

D___
H

0.24

0.23

0.25

0.26

0.27

10−4

10−3

10−5

10−9

10−10

2

5
7Li/H p

Yp

D/H p

Figure 20.1: The abundances of 4He, D, 3He, and 7Li as predicted by the standard
model of Big-Bang nucleosynthesis [11] − the bands show the 95% CL range. Boxes
indicate the observed light element abundances (smaller boxes: ±2σ statistical
errors; larger boxes: ±2σ statistical and systematic errors). The narrow vertical
band indicates the CMB measure of the cosmic baryon density, while the wider
band indicates the BBN concordance range (both at 95% CL). Color version at end
of book.
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Detection Methods
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LHC
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Located along the French-Swiss border, the Large Hadron Collider is a proton-proton 
accelerator.  Collisions occur at center of mass energies of 13 TeV.

Since 2015 

• Beam energy: 6.5 TeV  

• Bunch spacing: 25 ns
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LHC

6



Christopher Anelli 

Experiments
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There are four main detectors located along the LHC ring:

General DiscoveryATLAS CMS

SpecializedLHCb ALICE
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Experiments
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ATLAS and CMS detectors consist of an Inner Tracker, Electromagnetic Calorimeter 
(ECAL), Hadronic Calorimeter (HCAL) , Muon System, and Magnetic Field.
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Particle Reconstruction
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• Basic reconstruction elements: charged tracks in the Inner Tracker, energy 
clusters in the ECAL and HCAL, and muon tracks in the Muon System. 

• Elements are grouped together to identify muons, electrons, photons, charged 
hadrons, and neutral hadrons.  
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Mono-X + MET
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Look for DM through the presence of missing transverse energy (MET) in the 
detector:

 ETmiss = -Σ pT  All Reconstructed Objects

Neutrinos also produce ETmiss ,and are 
one of the main source of background.

PT imbalance requires the DM production to be recoiled against something.  For recoil 
off of Initial State Radiation (ISR), there are the Mono-Jet, Mono-Photon, and Mono-Z 
signatures.

29 29 

Mono-W

Mono-Higgs

Mono-Z

Mono-top

Mono-jet Mono-photon 

Mono-Mania (at the LHC)

29 29 

Mono-W

Mono-Higgs

Mono-Z

Mono-top

Mono-jet Mono-photon 

Mono-Mania (at the LHC)



Christopher Anelli 

Dark Matter Models

11



Christopher Anelli 

Simplified Models
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Collider searches use simplified models of DM. 

Mediator types:

Z
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Figure 1: Leading tree-level diagrams for the ZH production (left) and the WIMP pair production in the benchmark
model (right).

inner tracking detector (ID) surrounded by a 2 T superconducting solenoid, electromagnetic (EM) and
hadronic calorimeters, and a muon spectrometer (MS) with a toroidal magnetic field. The ID provides
tracking for charged particles for |⌘| < 2.5. It consists of silicon pixel and strip detectors surrounded by a
straw tube tracker that also provides transition radiation measurements for electron identification. The EM
and hadronic calorimeter system covers the pseudorapidity range |⌘| < 4.9. For |⌘| < 2.5, the liquid-argon
EM calorimeter is finely segmented and plays an important role in electron and photon identification. The
MS includes fast trigger chambers (|⌘| < 2.4) and high-precision tracking chambers covering |⌘| < 2.7. A
two-level trigger system selects events to be recorded for o✏ine physics analysis [43].

3 Data and simulation

This search utilises data collected with single-lepton triggers by the ATLAS detector during the 2015 and
2016 data-taking periods. A combination of a lower pT threshold trigger with an isolation requirement and
a higher pT threshold trigger without any isolation requirement is used. The pT threshold of the isolated
electron (muon) trigger ranges from 24 (20) to 26 GeV depending on the instantaneous luminosity. The
higher pT threshold is 50 (60) GeV for the electron (muon) case over all the data-taking periods. The
overall trigger e�ciency is above 98% for all the signal processes.

To study the invisible Higgs boson decays, Monte Carlo events are produced for the SM ZH process
with a subsequent Z boson decay into a dilepton pair and the H ! ZZ ! ⌫⌫⌫⌫ decay (ZH ! `` +
inv). The ZH signal processes from both the quark–antiquark (qqZH) and gluon–gluon (ggZH) initial
states are modelled with Powheg-Box v2 [44, 45] using the CT10 [46] parton distribution function (PDF)
and interfaced to Pythia8.186 [47] for parton showering. The kinematic distributions of ZH ! `` +
inv events are described at next-to-leading-order (NLO) in QCD. Additionally, for the qqZH process, the
MINLO [48] method is applied to improve the gluon resummation calculation, and the pZ

T distribution is
corrected to NLO electroweak (EW) accuracy with a reweighting approach detailed in Ref. [3]. The SM

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).

3

• Vector

• Axial-vector

DM simplified models have 6 free parameters: 

• gq - mediator coupling to quarks 

• gℓ - mediator coupling to leptons 

• gχ - mediator coupling to DM 

Following the recommendations of the DM Working Group, ATLAS and CMS 
have agreed to study a common set of couplings values: 

• For Vector and Axial-vector models gq=0.25 , gℓ=0 , gχ=1 

• Γmed is set using the minimal width formula. 

• Results are shown as 2D exclusion plots in Mmed : MDM.

• MDM - DM mass 

• Mmed - Mediator mass 

• Γmed - Mediator width

• Scalar 

• Pseudoscalar

 

https://arxiv.org/pdf/1507.00966.pdf
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Analysis Strategy (Mono-Jet)
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16 6 Results and interpretation

dictions in the signal region in the monojet and mono-V categories, where the background
prediction is obtained from a combined fit performed in all control regions, excluding the sig-
nal region. Expected signal distributions for the 125 GeV Higgs boson decaying exclusively
to invisible particles, and a 2 TeV axial-vector mediator decaying to 1 GeV DM particles, are
overlaid. Data are found to be in agreement with the SM prediction.
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Figure 8: Observed p
miss
T distribution in the monojet (left) and mono-V (right) signal regions

compared with the post-fit background expectations for various SM processes. The last bin in-
cludes all events with p

miss
T > 1250 (750) GeV for the monojet (mono-V) category. The expected

background distributions are evaluated after performing a combined fit to the data in all the
control samples, not including the signal region. Expected signal distributions for the 125 GeV
Higgs boson decaying exclusively to invisible particles, and a 2 TeV axial-vector mediator de-
caying to 1 GeV DM particles, are overlaid. The description of the lower panels is the same as
in Fig. 5.

The expected yields in each bin of p
miss
T for all SM backgrounds, after the fit to the data in

the control regions, are given in Tables 4 and 5 for the monojet and mono-V signal regions,
respectively. The correlations between the predicted background yields across all the p

miss
T bins

in the two signal regions are shown in Figs. 20 and 21 in Section A. The expected yields together
with the correlations can be used with the simplified likelihood approach detailed in Ref. [92]
to reinterpret the results for models not studied in this paper.

Figure 9 shows a comparison between data and the post-fit background predictions in the
signal region in the monojet and mono-V categories, where the fit is performed under the
background-only hypothesis including signal region events in the likelihood. The limits on
the production cross section of the various models described below is set after comparing this
fit with an alternative one assuming the presence of signal.

arXiv:1712.02345

Analysis Overview 

• Estimate signal through Monte Carlo 
simulation.  (including detector response) 

• Estimate Background through Monte 
Carlo and Data Driven Estimates. 

• Optimize Selection Cuts for maximum 
Signal over Background 

• Bin Events by Discriminating Variable 

• Unblind Data 

• Calculate Likelihoods for discovery 
significances and 95% CL exclusion limits.

https://arxiv.org/abs/1712.02345
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Figure 6: Comparison between data and MC simulation in the dimuon (upper row) and dielec-
tron (lower row) control samples before and after performing the simultaneous fit across all the
control samples and the signal region assuming the absence of any signal. Plots correspond to
the monojet (left) and mono-V (right) categories, respectively, in the dilepton control sample.
The hadronic recoil pT in dilepton events is used as a proxy for p

miss
T in the signal region. The

other backgrounds include top quark, diboson, and W+jets processes. The description of the
lower panels is the same as in Fig. 5.

Data Driven Estimates

 Data control regions, non-overlapping with the signal region, are leveraged to estimate 
backgrounds.

Control regions also used to validate simulated background estimates.

• One of the main backgrounds for Mono-Jet is 
Z(νν) + jets. 

• Dimuon control region is same as signal region, 
but with inverted lepton veto and requirement  
of muon pair consistent with Z-boson decay. 

• Simulated transfer factors account for 
branching fractions and different selection 
efficiencies, multiply control region Z(μμ) to 
estimate Z(νν) background in the signal region. 

• Five control regions used for final estimate of 
Z(νν) + jets and W(ℓν) + jets backgrounds, fit to 
maximum likelihood.

SR CR
arXiv:1712.02345

https://arxiv.org/abs/1712.02345
https://arxiv.org/abs/1712.02345
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Likelihood Profile
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 Likelihood for observed number of events following a Poisson distribution.    Product 
over nbins.

Observed Events Strength Parameter
Nuisance 

Parameters

Signal Estimated Background

Significances and limits are calculated using a likelihood profile test statistic, qμ.  From Wilk’s 
theorem, test statistic behaves asymptotically as a !2 distribution.

global maximum likelihood

21 

p-value for discovery 

G. Cowan  Statistics for HEP / NIKHEF, 14-16 December  2011 / Lecture 2 

Large q0 means increasing incompatibility between the data 
and hypothesis, therefore p-value for an observed q0,obs is 

will get formula for this later 

From p-value get  
equivalent significance, 

L(µ) =
nbinsY

i=1

Pois(xi|µ · si(✓) + bi(✓))⇥ Pn(✓)

1

maximizes likelihood for specific µ 
qµ = �2 ln

L(µ, ˆ̂✓)
L(µ̂, ✓̂)

From the distribution, !2, get p-value for specific q.  
Can convert p-value into equivalent significance.

Z = ��1(1� p)

Inverse Gaussian CDF

https://arxiv.org/abs/1712.02345
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Discovery

16

 
For discovery significance is calculated over the background only hypothesis, μ = 0. 

20 

Test statistic for discovery 
Try to reject background-only (µ = 0) hypothesis using 

G. Cowan  Statistics for HEP / NIKHEF, 14-16 December  2011 / Lecture 2 

i.e. here only regard upward fluctuation of data as evidence  
against the background-only hypothesis. 

Note that even though here physically µ ≥ 0, we allow  
to be negative.  In large sample limit its distribution becomes 
Gaussian, and this will allow us to write down simple  
expressions for distributions of our test statistics. 

µ̂�(0) =
L(0, ˆ̂✓)
L(µ̂, ✓̂)

(One sided profile likelihood) with: 

Dashed line shows expected significance for the  μ = 1 (SM Higgs boson) case.

Definition of test-statistic:

arXiv:1207.7214

https://arxiv.org/abs/1712.02345
https://arxiv.org/abs/1207.7214v2
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Exclusion Limits
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 For exclusion limits, scan signal models and hypothesis test to find 95% confidence level.

For 2D exclusion plots (Simplified Model),  at each point (Mmed , MDM)  calculate CLs values 
for nominal signal, q1.  Draw contour along CLs = 0.05.

Again one-sided profile likelihood:

Definition of test-statistic:

24 

Alternative test statistic for upper limits 
Assume physical signal model has µ > 0, therefore if estimator 
for µ comes out negative, the closest physical model has µ = 0. 

Therefore could also measure level of discrepancy between data  
and hypothesized µ with 

G. Cowan  Statistics for HEP / NIKHEF, 14-16 December  2011 / Lecture 2 

Performance not identical to but very close to qµ (of previous slide). 
qµ  is simpler in important ways:  asymptotic distribution is  
independent of nuisance parameters. 

24 

Alternative test statistic for upper limits 
Assume physical signal model has µ > 0, therefore if estimator 
for µ comes out negative, the closest physical model has µ = 0. 

Therefore could also measure level of discrepancy between data  
and hypothesized µ with 

G. Cowan  Statistics for HEP / NIKHEF, 14-16 December  2011 / Lecture 2 

Performance not identical to but very close to qµ (of previous slide). 
qµ  is simpler in important ways:  asymptotic distribution is  
independent of nuisance parameters. 

For small expected signal compared to background, 
use CLs method.

arXiv:1207.7214

CLs ≡
ps+b

1 − pb
< α . (4)

That is, the p-value is effectively penalized by dividing by 1−pb. If the two distributions f(q|b)
and f(q|s + b) are widely separated, then 1 − pb is only slightly less than unity, the penalty
is slight, and thus exclusion based in CLs is similar to that obtained from the usual p-value
ps+b. If, however, one has little sensitivity to the signal model, then the two distributions are
close together, 1 − pb becomes small, and thus the p-value of s + b is penalized (increased)
more. In this way one is prevented from excluding signal models in cases of low sensitivity.
As previously, one takes the upper limit to be the largest value of the parameter (e.g., the
signal rate s) not excluded.

From the definition (4), one can see that CLs is always greater than the p-value ps+b.
Thus the models excluded by requiring CLs < α are a subset of those excluded by the usual
criterion ps+b < α, and the upper limit from CLs is therefore higher (weaker). In this sense
the CLs procedure is conservative.

One can compute, e.g., using Monte Carlo, the coverage probability by generating data
according to the s + b model and for each simulated experiment one can see if the assumed
value of s is above or below the upper limit obtained. The example shown in Fig. 3 shows the
coverage probability of the CLs interval for the case of a Gaussian distributed measurement
with a mean µ ≥ 0 and (known) standard deviation σ, here taken to be unity. That is, in
this example the parameter µ takes on the role of s above.

µ
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Figure 3: The coverage probability of the
CLs upper limit for the mean of a Gaussian
distributed measurement (see text).

In the CLs procedure must define the statistic q. In ATLAS, it is recommended to
use either the statistic qµ or q̃µ as described in [3], both of which are based on the profile
likelihood ratio. By using the profile treatment of nuisance parameters one incorporates
systematic uncertainties. This is similar but not identical to the so-called hybrid method,
where the nuisance parameters are treated in a Bayesian fashion.

When using qµ or q̃µ, the parameter on which one sets a limit is µ, defined as the cross
section of the signal process divided by the predicted cross section of the nominal signal
model. For a sufficiently large data sample, the distributions f(qµ|µ) or f(q̃µ|µ) needed to
compute p-values can be written down in closed form as described in Ref. [4], and a simple
formula for the CLs-modified p-value ps/(1− pb) valid for the large-sample case can be found
in Ref. [3]. Otherwise the p-values must be determined by Monte Carlo. Note that the
distributions of qµ and q̃µ are not Gaussian as in the examples of Figs. 1 and 2, but rather
are related to the chi-square distribution.

3

ps+b = P (q ≥ qobs|s + b) =
∫

∞

qobs

f(q|s + b) dq . (1)

In a similar way, one takes the p-value of the background-only hypothesis to be

pb = P (q ≤ qobs|b) =
∫ qobs

−∞

f(q|b) dq . (2)

In what is called the “CLs+b” method, one carries out a standard statistical test of the
s + b hypothesis based on its p-value, ps+b. The signal model is regarded as excluded at a
confidence level of 1 − α = 95% if one finds

ps+b < α , (3)

where, e.g., α = 0.05. A confidence interval at confidence level CL = 1−α for the rate of the
signal process can be constructed from those values of the rate s (or cross section) that are
not excluded, and the upper limit sup is the largest value of s not excluded. By construction,
the interval [0, sup] will cover s with a probability of at least 95%, regardless of the value of
s.

The problem with the CLs+b procedure is that one will exclude, with probability close to
α (i.e, 5%) hypotheses to which one has little or no sensitivity. This corresponds to the case
where the expected number of signal events is much less than that of background. Such a
scenario is illustrated in Fig. 2, and corresponds to having the distributions of q under both
the b and s + b hypotheses almost overlapping with each other.

If, for example, the expected numbers of signal and background events are s and b,
respectively, and one has s ≪ b, then if the observed number of events has a sufficient
downward fluctuation relative to s + b (which is approximately equal to b), then this value
of s will be excluded. In the limit where s ≪ b, one might want intuitively this exclusion
probability to go to zero, but in fact in the CLs+b procedure it approaches α = 5%. Given
that one carries out many tests for different signal models, it is not desirable that one out of
twenty searches where one has no sensitivity should result in exclusion.
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To protect against excluding models to which one has little or no sensitivity, in the CLs
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https://arxiv.org/abs/1712.02345
https://arxiv.org/abs/1207.7214v2
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Vector model:

Because mediators couple to quarks, they can also decay to dijet final states.
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Axial-vector model:
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Figure 10. A comparison of CMS results to the mDM–�SI plane . Unlike in the mass-mass plane,
the limits are shown at 90% CL. The CMS contour in the SI plane is for a Vector mediator, Dirac
DM and couplings gq = 0.25 and gDM = 1.0. The CMS SI exclusion contour is compared with the
XENON1T 2017, LUX 2016, PandaX-II 2016, CDMSLite 2015 and CRESST-II 2015 limits, which
constitutes the strongest documented constraints in the shown mass range. It should be noted that
the CMS limits do not include a constraint on the relic density and also the absolute exclusion of
the di↵erent CMS searches as well as their relative importance will strongly depend on the chosen
coupling and model scenario. Therefore, the shown CMS exclusion regions in this plot are not
applicable to other choices of coupling values or models.
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Simplified models allow for comparison between direct detection and collider results:

Vector model:
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3 Limits translated into the Direct Detection planes
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Figure 9. A comparison of CMS results to the mDM–�SD plane. Unlike in the mass-mass plane,
the limits are shown at 90% CL. The CMS contour in the SD plane is for an Axial-vector mediator,
Dirac DM and couplings gq = 0.25 and gDM = 1.0. The SD exclusion contour is compared with
limits from PICASSO and PICO experiments, the IceCube limit for the tt̄, bb̄ annihilation channels,
and the Super-Kamiokande limit for the bb̄ annihilation channel. It should be noted that the CMS
limits do not include a constraint on the relic density and also the absolute exclusion of the di↵erent
CMS searches as well as their relative importance will strongly depend on the chosen coupling and
model scenario. Therefore, the shown CMS exclusion regions in this plot are not applicable to other
choices of coupling values or models.
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Axial-vector model:

Simplified models allow for comparison between direct detection and collider results:
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Supersymmetry (SUSY) is a well developed theory for solving the hierarchy problem in the SM.  
Each SM particle has a supersymmetric pair.

In many SUSY models, the lightest neutralino is stable and provides a natural DM particle 
candidate.

4 neutralinos 

2 charginos

�̃0
i ,�̃

±
i
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Left figure shows the limits for the lightest neutralino mass versus 
one of the heavier neutralino or charging masses.   

Right figure similarly shows limits for the lightest neutralino mass 
versus gluino mass.
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Figure 1: Leading tree-level diagrams for the ZH production (left) and the WIMP pair production in the benchmark
model (right).

2 ATLAS detector

The ATLAS detector [46, 47] is a large multi-purpose apparatus with a forward-backward symmetric
cylindrical geometry1 and nearly 4⇡ coverage in solid angle. The collision point is encompassed by an
inner tracking detector (ID) surrounded by a 2 T superconducting solenoid, electromagnetic (EM) and
hadronic calorimeters, and a muon spectrometer (MS) with a toroidal magnetic field. The ID provides
tracking for charged particles for |⌘| < 2.5. It consists of silicon pixel and strip detectors surrounded by a
straw tube tracker that also provides transition radiation measurements for electron identification. The EM
and hadronic calorimeter system covers the pseudorapidity range |⌘| < 4.9. For |⌘| < 2.5, the liquid-argon
EM calorimeter is finely segmented and plays an important role in electron and photon identification. The
MS includes fast trigger chambers (|⌘| < 2.4) and high-precision tracking chambers covering |⌘| < 2.7. A
two-level trigger system selects events to be recorded for o✏ine physics analysis [48].

3 Data and simulation

This search utilises data collected with single-lepton triggers by the ATLAS detector during the 2015 and
2016 data-taking periods. A combination of a lower pT threshold trigger with an isolation requirement
and a higher pT threshold trigger without any isolation requirement is used. The pT threshold of the isol-
ated electron (muon) trigger ranges from 24 (20) to 26 GeV depending on the instantaneous luminosity.
The higher pT threshold is 50 (60) GeV for the electron (muon) case over all the data-taking periods.
The overall trigger e�ciency is above 98% for the BSM signal processes after the full event selection
described in Section 4.

To study the invisible Higgs boson decays, Monte Carlo events are produced for the SM ZH process
with a subsequent Z boson decay into a dilepton pair and the H ! ZZ ! ⌫⌫⌫⌫ decay (ZH ! `` +
inv). The ZH signal processes from both the quark–antiquark (qqZH) and gluon–gluon (ggZH) initial

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).

3

 arXiv:1708.09624

If DM couples to the Higgs boson, and   
mχ < 0.5 mH , it should manifest as an 
invisible Branching Fraction for the Higgs.

https://arxiv.org/abs/1708.09624
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Figure 12. Summary plots showing all relevant constraints in the Ma– tan � plane for four
benchmark scenarios. The colour shaded regions correspond to the parameter space excluded by
the different ET,miss searches, while the constraints arising from di-top resonance searches and
flavour physics are indicated by the dashed and dotted black lines, respectively. Parameters choices
below the black lines are excluded. All exclusions are 95% CL bounds. See text for further details.

bb̄-initiated production also turn out to be small for such values of tan �. The constraints on
all benchmark scenarios will be presented in the Ma– tan � plane, in which the parameter
regions that are excluded at 95% CL by the various searches will be indicated.

Benchmark scenario 1: sin ✓ = 0.35, MH = 500GeV

In the first benchmark scenario we choose sin ✓ = 0.35, MH = 500GeV and MA = 750GeV,
where the choice of sin ✓ guarantees that EW precision measurements are satisfied for all
values of Ma that we consider (see Section 3.6). The upper left panel in Figure 12 sum-
marises the various 95% CL exclusions. One first observes that the constraint from in-
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Two Higgs Doublet models with a light pseudoscalar (a) mediator to dark matter can 
produce  enhanced signals in the mono-Z and mono-Higgs channels compared to Mono-Jet.   

Enhancement due to resonant production of two higgs doublet’s heavy scalar (H) or heavy 
pseudoscalar (A) particles.

A

g

g

a
�

�̄

t

t

t
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g a
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t

tt

t

h

h

Figure 9. Sample diagrams in the THDM with an extra pseudoscalar that induce a h + ET,miss

signal. While in the alignment/decoupling limit only the displayed triangle graph (left) provides
a correction, box diagrams (right) with both an a and an A exchange furnish a non-vanishing
contribution in general.

has to be fulfilled. A lesson to learn from (5.5) is that mono-Higgs searches in the h ! bb̄

channel [31, 32] are less suited to constrain the parameter space of our simplified model
than those that focus on h ! �� [33, 34], because the minimal ET,miss requirements in the
former analyses are always stricter than those in the latter. To give a relevant numerical
example let us consider E

cut
T,miss ' 100 GeV, which represents a typical ET,miss cut imposed

in the most recent h + ��̄ (h ! ��) searches. From (5.5) one sees that in such a case
mono-Higgs analyses are very sensitive to masses up to Ma ' 330 GeV for MA ' 500 GeV.

Like in the mono-Z case the above kinematical argument however allows only for a
qualitative understanding of the numerical results for the pp ! h+��̄ (h ! ��) exclusions,
since interference effects can be important in scenarios with a pseudoscalar A of mass MA <

2mt, as we will see explicitly in Section 6.4. Notice that in scenarios with a Yukawa sector of
type II and IV resonant mono-Higgs production from bb̄ initial states can also be important
if tan � is sufficiently large.

5.5 Mono-W channel

The last ET,miss signal that we consider is the mono-W channel [35, 36]. Two representative
Feynman graphs that lead to a resonant W +ET,miss signature in the pseudoscalar extension
of the THDM are shown in Figure 10. These diagrams describe the single production of a
charged Higgs H

± via the annihilation of light quarks followed by H
±
! aW

± (a ! ��̄).
One way to assess the prospects for detecting a mono-W signature consists in comparing the
production cross sections of H

± to that of H and A. Using for instance tan � = 1, we find
� (pp ! H

+) ' 1.0 fb for MH± = 500 GeV and � (pp ! H
+) ' 0.2 fb for MH± = 750 GeV

at the 13 TeV LHC. The corresponding cross sections in the case of the heavy neutral spin-0
resonances read � (pp ! H) ' 1.4 pb and � (pp ! A) ' 3.1 pb and � (pp ! H) ' 0.2 pb

and � (pp ! A) ' 0.3 pb, respectively. These numbers strongly suggest that an observation
of a mono-W signal is compared to that of a mono-Z or mono-Higgs signature much less
probable. We thus do not consider the W + ET,miss channel any further.

Let us finally add that besides a simple mono-W signature also Wt + ET,miss and
Wtb + ET,miss signals can appear in the DM model introduced in Section 2. For the rel-
evant charged Higgs production cross sections we find at 13 TeV the results �

�
gb̄ ! H

+
t̄
�
'
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Figure 8. Representative Feynman diagrams that lead to a Z +ET,miss signal in the pseudoscalar
extensions of the THDM. In the case of triangle diagram (left) only the shown graph contributes,
while in the case of the box diagram (right) instead of an a also an A exchange is possible.

Our detailed Monte Carlo (MC) simulations of the Z + ET,miss signal in Section 6.4
however reveals that the above kinematical argument alone is insufficient to understand the
shape of the mono-Z exclusion in the Ma– tan � plane in all instances. The reason for this
is twofold. First, in cases where sin ✓ is small H ! aZ is often not the dominant H decay
mode and as a result the Z + ET,miss measurements lose already sensitivity for masses Ma

below the bound implied by the estimate (5.3). Second, Z +��̄ production in gg ! aZ and
gg ! AZ is also possible through box diagrams, and the interference between triangle and
box graphs turns out to be very relevant in models that have a light scalar H or pseudoscalar
A with a mass below the tt̄ threshold. We add that for tan � > O(10) also resonant mono-Z
production via bb̄ ! aZ and bb̄ ! AZ can be relevant in models of type II and IV. In the
context of the pure THDM such effects have been studied for instance in [95].

5.4 Mono-Higgs channel

In certain regions of parameter space another possible smoking gun signature of the pseu-
doscalar extensions of the THDM turns out to be mono-Higgs production. As illustrated
in Figure 9 this signal can arise from two different types of one-loop diagrams. For
MA > Ma + Mh the triangle graph with an Aah vertex depicted on the left-hand side
allows for resonant mono-Higgs production and thus dominates over the contribution of
the box diagram displayed on the right. In consequence the mono-Higgs production cross
sections in the THDM plus pseudoscalar extensions can exceed by far the small spin-0 DMF
model rates for the h + ET,miss signal [88].

Like in the case of the mono-Z signal the presence of triangle diagrams with a trilinear
scalar coupling also leads to a peak in the ET,miss distribution of h + ��̄ production if the
intermediate heavy pseudoscalar A can be resonantly produced. The peak position in the
mono-Higgs case is obtained from [20]

E
max
T,miss '

�
1/2(MA, Ma, Mh)

2MA

. (5.4)

It follows that in order for events to pass the ET,miss cut necessary for a background sup-
pression in mono-Higgs searches, the relation

MA & Ma +
q

M
2
h

+
�
E

cut
T,miss

�2
, (5.5)
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arXiv:1701.07427

https://arxiv.org/abs/1701.07427
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• Searches for DM at the LHC are ongoing and complement current direct 
and indirect searches. 

• Collider searches look for Mono-X + MET signatures. 

• Results are interpreted as limits on generic, simplified models of Dark 
Matter with minimal number of free parameters. 

• In addition, optimized searches for specific, developed theories such as 
SUSY are also carried out. 

• The DM hunt continues, with the completion of LHC Run-2 scheduled in 
2018, and over the LHC lifetime a total of 3000 fb-1 of data to be collected.
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Lint =
N

�
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!2 distribution for k degrees of freedom:
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Distribution of q under the signal + background and signal only hypotheses.

ATLAS Statistics Forum
5 July, 2011

The CLs method: information for conference speakers

This note provides a brief description of the CLs procedure used for setting upper limits.
More information can be found in the original references for the method [1]. This is one of the
three methods for setting limits mentioned in the Review of Particle Physics by the PDG [2],
and has been widely used in HEP in recent years. The primary motivation for using CLs at
this time in ATLAS is to allow for comparison with other experiments (CMS and Tevatron).

As with all (frequentist) upper limits, those from the CLs method are desiged to be greater
than the true value of the parameter with a probability at least equal to the stated confidence
level (CL), taken by convention to be 95%. The CLs method is conservative in the sense that
this coverage probability can, depending on the true value of the parameter, be greater than
95% (see below).

Upper limits from the CLs procedure are the same as those from the Bayesian method in
two important special cases, namely, for limits on the mean value of a Poisson or Gaussian
distributed measurement. In both cases, a Bayesian limit based on a constant prior for the
mean leads to the same limit as CLs.

Background information

We assume that the analyst has constructed a test statistic q used to distinguish between the
hypothesis that the data contain signal and background (s + b) and that of background only
(b). These correspond to the distributions f(q|s + b) and f(q|b), as indicated in Fig. 1. For
the moment we leave open the details of how the test statistic q is defined.

q
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f(q
)
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0.1
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0.2
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q
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f(q|0)

s+b
pb

p

Figure 1: Distributions of the test vari-
able q under the s+b and b hypotheses (see
text).

Suppose the actual data result in a value qobs of the test variable. The p-value of the s+ b
hypothesis is defined as the probability, under assumption of this hypothesis, to find a value
of q with equal or lesser compatibility with the s + b model relative to what is found with
qobs. As the background-only distribution f(q|b) is here shifted to the right, one takes the
p-value of s+b to be the probability to find q greater than or equal to qobs, under assumption
of the s + b hypothesis, i.e.,

1

ps+b = P (q ≥ qobs|s + b) =
∫

∞

qobs

f(q|s + b) dq . (1)

In a similar way, one takes the p-value of the background-only hypothesis to be

pb = P (q ≤ qobs|b) =
∫ qobs

−∞

f(q|b) dq . (2)

In what is called the “CLs+b” method, one carries out a standard statistical test of the
s + b hypothesis based on its p-value, ps+b. The signal model is regarded as excluded at a
confidence level of 1 − α = 95% if one finds

ps+b < α , (3)

where, e.g., α = 0.05. A confidence interval at confidence level CL = 1−α for the rate of the
signal process can be constructed from those values of the rate s (or cross section) that are
not excluded, and the upper limit sup is the largest value of s not excluded. By construction,
the interval [0, sup] will cover s with a probability of at least 95%, regardless of the value of
s.

The problem with the CLs+b procedure is that one will exclude, with probability close to
α (i.e, 5%) hypotheses to which one has little or no sensitivity. This corresponds to the case
where the expected number of signal events is much less than that of background. Such a
scenario is illustrated in Fig. 2, and corresponds to having the distributions of q under both
the b and s + b hypotheses almost overlapping with each other.

If, for example, the expected numbers of signal and background events are s and b,
respectively, and one has s ≪ b, then if the observed number of events has a sufficient
downward fluctuation relative to s + b (which is approximately equal to b), then this value
of s will be excluded. In the limit where s ≪ b, one might want intuitively this exclusion
probability to go to zero, but in fact in the CLs+b procedure it approaches α = 5%. Given
that one carries out many tests for different signal models, it is not desirable that one out of
twenty searches where one has no sensitivity should result in exclusion.
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Figure 2: Distributions of the test vari-
able q under the s + b and b hypotheses in
an example where one has very little sen-
sitivity to the signal model.

To protect against excluding models to which one has little or no sensitivity, in the CLs

procedure a signal model is regarded as excluded if one finds

2

Figure on the right shows the impact of the CLs method for a model one has little 
sensitivity to.

CLs ≡
ps+b

1 − pb
< α . (4)

That is, the p-value is effectively penalized by dividing by 1−pb. If the two distributions f(q|b)
and f(q|s + b) are widely separated, then 1 − pb is only slightly less than unity, the penalty
is slight, and thus exclusion based in CLs is similar to that obtained from the usual p-value
ps+b. If, however, one has little sensitivity to the signal model, then the two distributions are
close together, 1 − pb becomes small, and thus the p-value of s + b is penalized (increased)
more. In this way one is prevented from excluding signal models in cases of low sensitivity.
As previously, one takes the upper limit to be the largest value of the parameter (e.g., the
signal rate s) not excluded.

From the definition (4), one can see that CLs is always greater than the p-value ps+b.
Thus the models excluded by requiring CLs < α are a subset of those excluded by the usual
criterion ps+b < α, and the upper limit from CLs is therefore higher (weaker). In this sense
the CLs procedure is conservative.

One can compute, e.g., using Monte Carlo, the coverage probability by generating data
according to the s + b model and for each simulated experiment one can see if the assumed
value of s is above or below the upper limit obtained. The example shown in Fig. 3 shows the
coverage probability of the CLs interval for the case of a Gaussian distributed measurement
with a mean µ ≥ 0 and (known) standard deviation σ, here taken to be unity. That is, in
this example the parameter µ takes on the role of s above.
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Figure 3: The coverage probability of the
CLs upper limit for the mean of a Gaussian
distributed measurement (see text).

In the CLs procedure must define the statistic q. In ATLAS, it is recommended to
use either the statistic qµ or q̃µ as described in [3], both of which are based on the profile
likelihood ratio. By using the profile treatment of nuisance parameters one incorporates
systematic uncertainties. This is similar but not identical to the so-called hybrid method,
where the nuisance parameters are treated in a Bayesian fashion.

When using qµ or q̃µ, the parameter on which one sets a limit is µ, defined as the cross
section of the signal process divided by the predicted cross section of the nominal signal
model. For a sufficiently large data sample, the distributions f(qµ|µ) or f(q̃µ|µ) needed to
compute p-values can be written down in closed form as described in Ref. [4], and a simple
formula for the CLs-modified p-value ps/(1− pb) valid for the large-sample case can be found
in Ref. [3]. Otherwise the p-values must be determined by Monte Carlo. Note that the
distributions of qµ and q̃µ are not Gaussian as in the examples of Figs. 1 and 2, but rather
are related to the chi-square distribution.

3
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1 Introduction

Astrophysical observations have provided compelling evidence for the existence of a non-baryonic dark
component of the universe: dark matter (DM) [1, 2]. The currently most accurate, although somewhat
indirect, determination of DM abundance comes from global fits of cosmological parameters to a variety
of observations [3, 4], while the nature of DM remains largely unknown. One of the candidates for a DM
particle is a weakly interacting massive particle (WIMP) [5]. At the Large Hadron Collider (LHC), one
can search for WIMP DM (�) pair production in pp collisions. WIMP DM would not be detected and its
production leads to signatures with missing transverse momentum. Searches for the production of DM in
association with Standard Model (SM) particles have been performed at the LHC [6–12].

Recently proposed simplified benchmark models for DM production assume the existence of a mediator
particle which couples both to the SM and to the dark sector [13–15]. The searches presented in this paper
focus on the case of a fermionic DM particle produced through the exchange of a spin-0 mediator, which
can be either a colour-neutral scalar or pseudoscalar particle (denoted by � or a, respectively) or a colour-
charged scalar mediator (�b). The couplings of the mediator to the SM fermions are severely restricted
by precision flavour measurements. An ansatz that automatically relaxes these constraints is Minimal
Flavour Violation [16]. This assumption implies that the interaction between any new neutral spin-0
state and SM matter is proportional to the fermion masses via Yukawa-type couplings1. It follows that
colour-neutral mediators would be sizeably produced through loop-induced gluon fusion or in association
with heavy-flavour quarks. The characteristic signature used to search for the former process is a high
transverse momentum jet recoiling against missing transverse momentum [7, 11].

This paper focuses on dark matter produced in association with heavy flavour (top and bottom) quarks.
These final states were addressed by the CMS Collaboration in Ref. [17]. For signatures with two top
quarks (tt̄ +�/a), final states where both W bosons decay into hadrons or both W bosons decay into leptons
are considered in this paper. They are referred to as fully hadronic and dileptonic tt̄ decays, respectively.
Searches in final-state events characterised by fully hadronic or dileptonic top-quark pairs have been
carried out targeting supersymmetric partners of the top quarks [18, 19]. Due to the di�erent kinematics

1Following Ref. [14], couplings to W and Z bosons, as well as explicit dimension-4 �–h or a–h couplings, are set to zero in
this simplified model. In addition, the coupling of the mediator to the dark sector are not taken to be proportional to the mass of
the DM candidates.

directly, leading to a di�erent phenomenology. For completeness, we exam-
ine a model where � is a Standard Model (SM) singlet, a Dirac fermion; the
mediating particle, labeled �, is a charged scalar color triplet and the SM parti-
cle is a quark. Such models have been studied in Refs. [?, ?, ?, ?, ?, ?]. However,
these models have not been studied as extensively as others in this Forum.

Following the example of Ref. [?], the interaction Lagrangian is written as
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Figure 1: Representative Feynman diagram showing the pair production of Dark
Matter particles in association with tt̄ (or bb̄).
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(c)

Figure 1: Representative diagrams at the lowest order for spin-0 mediator associated production with top and bottom
quarks: (a) colour-neutral spin-0 mediator associated production with bottom quarks bb̄ +�/a; (b) colour-neutral
spin-0 mediator associated production with top quarks tt̄ +�/a; (c) colour-charged scalar mediator model decaying
into a bottom quark and a DM particle b-FDM.
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Figure 6: Exclusion limits for colour-neutral tt̄+� scalar (top) and tt̄+a pseudoscalar (bottom) models as a function
of the DM mass for a mediator mass of 10 GeV. The limits are calculated at 95% CL and are expressed in terms of
the ratio of the excluded cross-section to the nominal cross-section for a coupling assumption of g = gq = g� = 1.
The solid (dashed) lines shows the observed (expected) exclusion limits for the di�erent signal regions, according
to the colour code specified in the legend. To derive the results for the fully hadronic tt̄ final state the region SRt1
or SRt2 providing the better expected sensitivity is used.
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Figure 4: Comparison of the data with the post-fit SM prediction of the Emiss
T distribution in SRb1 (top left), cos ✓⇤bb

distribution in SRb2 (top right), mb,min
T distribution in SRt1 (middle left), Emiss, sig

T distribution in SRt2 (middle
right) and ⇠+ distribution in SRt3 (bottom). The last bins include overflows, where applicable. All signal region
requirements except the one on the distribution shown are applied. The signal region requirement on the distribution
shown is indicated by an arrow. The bottom panel shows the ratio of the data to the prediction. The band includes
all systematic uncertainties defined in Sect. 6.

23

Dark matter produced in association with 
top and and bottom quarks. 
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