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Preamble,	some	remarks	about	power	laws	in	data



§ Power	law	+	“bump”
§ Short	power	laws		(<	2	decades)
§ Where	does	the	power	law	end??



Reflected	Brownian	Motion	(RBM)



Intermediate	power	law	interval	for	pdf	of	exit	times



Lo	et	al	PNAS	2004

Intermediate	power	law	interval	for	wake	durations

data



Lo	et	al	PNAS	2004

Intermediate	power	law	interval	for	wake	durations

data simulation



How	to	responsibly	fit	the	data	or simulations?



For	power	law	tails:







Illustrative	example	with	exact	power	law	tail



Deficiency	of	bound	estimation	by	KS	method



Adaptively	penalized	KS	(apKS)	method



An	adaptive	penalization	process	finds	a	balance between	
small	KS	distance	and	large	interval	for	validated	power	law	fit.

Flatness	of	minimum	KS	distance	makes	selection	of	the	interval	[xmin,	xmax]	
highly	variable		between	samples	from	the	same	probability	distribution



Batching: possible solution when data is plentiful (e.g., from simulating a model):



Intermediate	asymptotic	power	law



Parametric	scaling	of	bounds





Application

Gautam et	al	2015 apKS



Conclusions	– power	law	interval	fitting



Volume transmission



tyr = tyrosine

cda = cytosolic dopamine

vda = vesicular dopamine

eda =  extracellular 

dopamine



homeostasis,  cryptic genetic variation,  predisposition to disease

What’s the job of precision medicine?
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Black	dots	represent	very	high	extracellular	dopamine



Volume transmission



Volume	transmission,	questions

• How	to	calculate	mean	neurotransmitter	
level	over	whole	extracellular	space?
• How	to	calculate	the	spatial	dependence	
of	expected	neurotransmitter	level?
• How	do	these	answers	depend	on	firing	
rates,	amounts	released,	distances	
between	terminals,	diffusion	constants,	
etc?

Given	the	statistics	of	the	stochastic	firing	of	each	neuron,



1-dimensional	extracellular	space



1-dimensional	extracellular	space



1-dimensional	extracellular	space



1-dimensional	extracellular	space



quiescent firing

0 L



stochastic	hybrid	system

Continuous-time	stochastic	process	with	

• continuous	component		

• jump	component														 :	jump	process	on	finite	set.	For	each	
element	of	state	space,	assign	some	continuous	dynamics	to	Xt.

In	between	jumps	of	Jt,	the	component	Xt evolves	according	to	the	
dynamics	associated	with	the	current	state	of	Jt
E.g.,	the	stochastic	process																																												that	solves

Lawley,	Mattingly,	Reed	“Stochastic	switching	in	infinite	dimensions	with	applications	to	
random	parabolic	PDE.”	SIAM	J	Math	Anal 2015



Can	show:	the	mean	of	u(x,t) is	constant	in	x at	large	time.
(the	process	converges	in	distribution	to	an	L2[0,L]-valued	
random	variable	u(x) with	constant	expectation	for	almost	every	
x in	[0,L].)

Lawley,	Best,	Reed,	DCDS-B	2016



If	the	switching	time	distributions,	μf and	μq,	are	exponential
with	rates	rf and	rq,	then	the	constant	value	of	the	expectation	is		

where and

Lawley,	Best,	Reed,	DCDS-B	2016
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If	the	switching	time	distributions,	μf and	μq,	are	exponential		

Large	time	mean	and	standard	deviation	for	the	process.

L=D=rq=1	
c=rf=100



where and

§ Increase	μ:	increase		M
§ μ	constant,	increase	rq,	rf:	M decreases
§ μ	constant,	decrease	rq,	rf:	M increases
§ Decrease/increase	D:	decrease/increase	M
§ M gets	smaller	as	L	increases.	But,	once	L is	
large	compared	to	η,	M is	almost	independent	
of	L:	



real	neural	parameters
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