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Introduction Finitely-many-colour Pólya urns

Pólya urns

Replacement matrix

R = (3 0
1 2)

A discrete-time Markov process

U(n) =
⎛
⎜
⎝

U1(n)
⋮

Ud(n)

⎞
⎟
⎠
,

where Ui(n) is the number of balls of
colour i in the urn at time n.

Two parameters:
the initial composition vector U(0)
the replacement matrix
R = (Ri,j)1≤i,j≤d
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Introduction Finitely-many-colour Pólya urns

Asymptotic composition
Standard assumptions:
Tenability
∥U(0)∥1 > 0 and
Ri,j ≥ 0 for all 1 ≤ i , j ≤ d .

Irreducibility
For all 1 ≤ i , j ≤ d , there exists n
such that Rn

i,j > 0.

Under these assumptions, Perron–Frobenius applies and the spectral
radius λ of R is a simple eigenvalue of R.

Theorem [see Athreya & Ney]
If (U(n))n≥0 is tenable and irreducible, then

U(n)/n → v1, a.s.

where v1 is a (nicely chosen) positive eigenvector
of R associated to λ.
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Introduction Finitely-many-colour Pólya urns

A vast literature

Problems
second/third order
convergence theorems

non-irreducible cases

random replacement
matrix

multi-drawing

etc.

Methods
combinatorics
probability
stochastic
approximation
analytic
combinatorics

Authors
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Morcrette,
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Neininger

Chauvin,
Pouyanne,
Sahnoun
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Introduction Measure-valued Pólya processes

Infinitely many colours?

Bandyopadhyay & Thacker [’13, ’14, ’16] have set the first
stone: we generalise and strengthen their results.
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Introduction Measure-valued Pólya processes

Measure-valued Pólya processes
We define (Mn)n≥0 a sequence of random positive measures on a
Polish space P.

Two parameters:
the initial compositionM0
(a positive measure on P);
the replacement measures
(Rx)x∈P (a set of positive
measures on P).

dictionary
● P is the set of colours;

● Mn is the composition of the urn
at time n;

● For any borelian set B of P,
Mn(B) is the mass of balls whose
colour is in B in the urn at time n.

Definition of the Markov process (Mn)n≥0

At time n + 1, one picks a colour ξn+1 ∈ P with respect toMn/Mn(P);
and setMn+1 =Mn +Rξn+1 .
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Introduction Measure-valued Pólya processes

Definition of the Markov process (Mn)n≥0

At time n + 1, one picks a colour ξn+1 ∈ P with respect toMn/Mn(P);
and setMn+1 =Mn +Rξn+1 .

The original d-colour Pólya urn process can be seen as a MVPP:

M0 =
d
∑
i=1

Ui(0)δi and Ri =
d
∑
j=1

Ri,jδj .
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Introduction Measure-valued Pólya processes

Definition of the Markov process (Mn)n≥0

At time n + 1, one picks a colour ξn+1 ∈ P with respect toMn/Mn(P);
and setMn+1 =Mn +Rξn+1 .

Remarks:
We can now allow the colour set to be infinite, but also
uncountable.
The composition measureMn can be atom free (meaning that all
balls have infinitesimal weight).

Under what assumptions can we obtain a nice convergence result?

Convergence of measures: µn → µ weakly iff

for all bounded continuous functions f ∶ P → R, ∫ f dµn → ∫ f dµ.
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Main results The companion Markov chain

The companion Markov chain

Let (Mn)n≥0 be the MVPP of replacement measures (Rx)x∈P .

The companion Markov chain
Let (Wn)n≥0 be the Markov chain on P of initial distribution
M0/M0(P); and Kernel K (x , ⋅ ) = Rx (for all x ∈ P).

In other words, conditionally on Wn = x , Wn+1 has distribution Rx .

Definition:
A Markov chain (Qn)n≥0 on P is said (an,bn)-convergent if

Qn − bn

an
⇒ γ.

We say that it is (an,bn)-ergodic if the limit distribution γ does not
depend on the initial distribution of Q0.
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Main results Convergence of MVPPs

Main result

Let (Mn)n≥0 be a MVPP of initial compositionM0 and replacement
measures (Rx)x∈P . Denote by (Wn)n≥0 its companion Markov chain.

Assumptions:
0 <M0(P) < ∞,
Rx(P) = 1 for all x ∈ P (balance hypothesis),
(Wn)n≥0 is (an,bn)-ergodic with limit distribution γ,
for all x ∈ P, for all εn = o(

√
n),

lim
n→∞

bn+x
√

n+εn
− bn

an
= f (x) and lim

n→∞
an+x

√
n+εn

an
= g(x),

where f and g are two measurable functions.
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Main results Convergence of MVPPs

Main result
Theorem [MM++]
Under all these assumptions,

n−1Mn(alog n ⋅ +blog n) → ν in probability,

where ν is the distribution of Γg(Λ) + f (Λ), where Γ ∼ γ and Λ ∼ N(0,1)
are independent.

NB: in a general Polish space, addition and division by a scalar might
not be defined. We set x − 0 = x and x/1 = x for all x ∈ P.

Examples:
the d-colour case: our result implies that U(n)/n → v1 in
probability;
your favourite ergodic Markov chain will define a convergent
MVPP.
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Main results Almost sure convergent MVPPs

The random walk case
If Rx is the distribution of x +∆ where ∆ is a real random variable, of
finite mean m, then (Wn)n≥0 is a random walk with i.i.d. increments:

if ∆ has finite variance σ2, then (Wn)n≥0 is (
√

n,mn)-ergodic and
converges to γ = N(0, σ2).
Thus, in probability

n−1Mn(
√

log n ⋅ +m log n) → N(0, σ2 +m2)

(it also holds in higher dimensions)

if P(∆ ≥ u) ∼ u−α with α < 2, then (Wn)n≥0 is (n1/α,bn)-ergodic with
bn = 0 if α < 1 and mn otherwise, and its limit law, γ, is
alpha-stable. In both cases, in probability

n−1Mn((log n)1/α ⋅ ) → γ.
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Main results Almost sure convergent MVPPs

A corollary on the profile of the random recursive tree
The sequence (RRTn)n≥0 is the Markov chain defined as

RRT0 = {∅};
To get RRTn+1, take RRTn, pick one of its nodes uniformly at
random and attach a new child to this node.

RRTn is the n-node random recursive tree;

If Rx is the distribution of x +∆ with ∆ having exponential moments,
then n−1Mn(

√
log n ⋅ +m log n) → N(0, σ2 +m2) a.s.

Corollary [MM++]: (take ∆ = 1 a.s. in the theorem)

Let Profn = n−1∑u∈RRTn δ∣u∣, where ∣u∣ is the height of u (distance to the
root). We have

Profn(
√

log n ⋅ + log n) → N(0,1) a.s.

[BST – Chauvin, Drmota, Jabbour-Hattab ’01] [PORT – Katona ’05]
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Main results In a nutshell

Main results - summary

Theorem [MM++]
Under our set of assumptions,

n−1Mn(alog n ⋅ +blog n) → ν in probability,

where ν is the distribution of Γg(Λ) + f (Λ), where Γ ∼ γ and Λ ∼ N(0,1)
are independent.

Theorem [MM++]
If Rx is the distribution of x +∆, where ∆ is a real random variable with
mean m and variance σ2. If there exists δ > 0 such that Eeδ∆ < ∞,
then, almost surely,

n−1Mn(
√

log n ⋅ +m log n) → N(0, σ2 +m2).
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Ideas of the proofs Coupling with a branching Markov chain

Coupling with a branching Markov chain

Note thatMn =M0 +
n
∑
i=1
Rξi ,

where ξi is the colour drawn at time i .

Assume for the proof that
M0(P) = 1.

Let us couple the MVPP with a branching Markov chain on the random
recursive tree:

Main idea:
Pick a colour ξi+1 according toMi is
equivalent to

pick an integer u uniformly at random
in {0, . . . , i};
if u = 0, pick ξi+1 according toM0;
otherwise, pick ξi+1 according to Rξu .
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Ideas of the proofs Coupling with a branching Markov chain

ξ4

M0

ξ2ξ2

ξ6 ξ9 ξ7

ξ8 ξ5ξ3

ξ1

the underlying tree is the random recursive
tree;

the labels are a branching Markov chain of
the same Kernel as the companion Markov
chain: i.e.

▸ the sequence of labels along each branch
has the same law as the companion Markov
chain (kernel K (x , ⋅ ) = Rx );

▸ two distinct branches are independent.

Let (RRTn)n≥0 be the random recursive tree sequence.
Let (X(u),u ∈ RRTn)n≥0 be the branching Markov chain of initial
distributionM0 and kernel K (x , ⋅ ) = Rx .

Then, in distribution,Mn =M0 + ∑
u∈RRTn∖{∅}

RX(u).
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Ideas of the proofs Coupling with a branching Markov chain

Let (RRTn)n≥0 be the random recursive tree sequence.
Let (X(u),u ∈ RRTn)n≥0 be the branching Markov chain of initial
distributionM0 and kernel K (x , ⋅ ) = Rx .

Then, in distribution,Mn =M0 + ∑
u∈RRTn∖{∅}

RX(u).

In fact, n−1Mn = RX(Un), where Un is a node chosen uniformly at
random in RRTn. (We set RX(∅) =M0.)

It is enough to prove that RX(Un)(alog n ⋅ +blog n) ⇒ ν,
which implies RX(Un)(alog n ⋅ +blog n) → ν in probability

Recall that ν is the (deterministic) law of Γg(Λ) + f (Λ)
where Λ ∼ N(0,1) and Γ ∼ γ are independent.
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Ideas of the proofs Coupling with a branching Markov chain

Lemma:
Let (µn)n≥0 be a sequence of random probability measures.
For all n, take (An,Bn) i.i.d. of distribution µn.

If (An,Bn) ⇒ (A,B),
where A and B are i.i.d. with deterministic distribution µ, then µn ⇒ µ.

Proposition [MM++]
Take Un and Vn two independent uniform nodes of RRTn, and denote
by Kn the height of their deepest common ancestor, then, when n →∞,

⎛
⎝
∣Un∣ − log n√

log n
,
∣Vn∣ − log n√

log n
,Kn
⎞
⎠
⇒ (Λ1,Λ2,G),

where Λ1,Λ2 ∼ N(0,1) and G ∼ Geom(1/2) are independent.

[marginals Dobrow ’96 and Kuba & Wagner ’10]
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Conclusion

Conclusion
We have:

generalised Pólya urns to infinitely-many (and even
uncountably-many) colours;
proved first order convergence in probability;
proved convergence almost sure in some particular case;
proved almost sure convergence of the profile of the RRT;
defined and studied Branching Markov Chains.

Open problems:
fluctuations around the limit?
non-balanced urns? (i.e. Rx(P) ≠ 1)
characterise a.s. convergence?

Thanks!!
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