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$$
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Area law: $t_{0}=r^{2}-\sum_{k} k\left|u_{k}\right|^{2}$
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$$
\begin{gathered}
z(w)=r w+3 t_{3} r^{2} w^{-2}, \quad t_{0}=r^{2}-18\left|t_{3}\right|^{2} r^{4}, \quad t_{0} \leq t_{c}=\frac{1}{2} \\
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Actually, ... interior branch point $w^{\prime}(z) \rightarrow \infty$ meets exterior double point $S_{1}(z)=S_{2}(z)$
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Various regularization attempts

- Surface tension: Saffman and Taylor
- Compressibility: Howison, Lacey, Ockendon, King
- Both: Tanveer, Crowdy
- Often dynamics remains under-determined
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## Resolving singular hydrodynamics: stochastic model

- Laplacian growth law $\partial_{t} S(z, t)=\mathrm{i} \partial \phi(z, t)=$ conservation laws of hyperbolic type
- Machinery for selecting the correct weak (shock) solution:

Rankine-Hugoniot condition (velocity selection)
Lax-Oleinik entropy condition (density selection)

- Need equivalent conditions from stochastic model (RMT)

Problem: find the equivalent of Rankine-Hugoniot and Lax-Oleinik conditions for Laplacian Growth dynamics in a weak sense, from stochastic (RMT) formulation.
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Proper measures - biorthogonal polynomials

$$
\int P_{n}(z) \overline{P_{m}(z)} e^{-N\left[|z|^{2}-V(z)-\overline{V(z)}\right]} \mathrm{d}^{2} z \sim \delta_{n m}
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Proper measures - biorthogonal polynomials

$$
\int P_{n}(z) \overline{P_{m}(z)} e^{-N\left[|z|^{2}-V(z)-\overline{V(z)}\right]} \mathrm{d}^{2} z \sim \delta_{n m}
$$

Projected on orthogonal functions $\psi_{n}(z)=P_{n}(z) e^{N V(z)}$, operator identity

$$
\left\langle\psi_{n}\right| \bar{z}\left|\psi_{m}\right\rangle=\left\langle\psi_{n}\right| N^{-1} \partial_{z}\left|\psi_{m}\right\rangle
$$

Heisenberg algebra:

$$
[\bar{z}, z]=\frac{1}{N}
$$

Equivalent to spectral theory of Putinar and Gustafsson.
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- Potential, wave functions: $V(z)=t_{2} z^{2}, \psi_{n}(z)=H_{n}\left(\sqrt{\frac{N}{1-2 t_{2}} z}\right) e^{N t_{2} z^{2}}$,
- Conformal map, area law: $z(w)=r_{n} w+u_{n} w^{-1}, \quad N=r_{n}^{2}\left[1-4\left|t_{2}\right|^{2} r_{n}^{2}\right]$
- "Raising and lowering" operators:

$$
z \psi_{n}=r_{n} \psi_{n+1}+u_{n} \psi_{n-1}, \quad N^{-1} \partial_{z} \psi_{n}=r_{n-1} \psi_{n-1}+\bar{u}_{n+1} \psi_{n+1}
$$

- Distribution of zeros of polynomials (branch cut of Schwarz function): $z \in\left[-a_{n}, a_{n}\right], a_{n}=\sqrt{2\left|t_{2}\right| r_{n} r_{n+1}}$
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## Discretized (stochastic) growth law

$$
\rho_{N}(z)-\rho_{N-1}(z)=\left|\psi_{N}(z)\right|^{2} e^{-N|z|^{2}}
$$

- Makarov-Hedenmalm theorem (2005)
- Large $N$ limit - becomes continuous growth law

$$
\left|\psi_{N}(z)\right|^{2} e^{-N|z|^{2}} \rightarrow \delta_{\partial D}(z)
$$
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## Isomonodromic deformations and weak solutions of Laplacian Growth

- Commutation relation $[\bar{z}, z]=N^{-1}$ be understood as isomonodromic deformation condition, using position of branch point $u(N)$ as scaling function.
- Becomes the Boutroux condition for complex curve

$$
\Re \oint y(z, N) \mathrm{d} z=0 .
$$

## Cusps and horns, shocks and Stokes

- Boutroux condition is usually transcendental ...


## Cusps and horns, shocks and Stokes

- Boutroux condition is usually transcendental ...


## Further generalizations

## Further generalizations

- Relations between one-matrix models and normal matrix models (Bargman, FBI transforms)


## Further generalizations

- Relations between one-matrix models and normal matrix models (Bargman, FBI transforms)
- Higher order cusps


## Further generalizations

- Relations between one-matrix models and normal matrix models (Bargman, FBI transforms)
- Higher order cusps
- Asymptotics of wavefunctions near cusps

