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1 Introduction
Over 60% of the US population lives in a jurisdiction that uses a RAT, or “Risk Assessment Tool”, such
as the COMPAS for pre-trial risk assessment [9]. “Millions of clinicians and more than 80% of clinicians
in the United States alone” use MDCalc, the “most trusted medical reference for clinical decision tools.”
UT Austins GRADE admissions algorithm was developed 2012, and used for 7 gradute admissions cycles
by the computer science department [6]. In short, data-driven machine learning (ML) and algorithmic tools
are increasingly employed in critical decision-making processes – and the scale and impact of these system
deployments are becoming increasingly meaningful in our every-day lives.

Machine learning methods, from the choice of objective function to feature selection to validation, are
primarily designed to optimize out-of-sample predictive accuracy, and typically do not account for additional
validity failures when predictions are used for intervention. As a result, many of the involved models are often
framed as isolated prediction problems - with the goal of capturing relevant information about one sample
of the population and extrapolating those learned patterns to make judgments of any another relevant sample
within the same population. However, in reality, these ML models actually operate more like holistic policy
interventions once deployed.

In practice, predictions are deeply informed and influenced by interactions between various stakeholders
and existing infrastructure, and various deployment factors shape the impact of the model’s use in existing
decision-making processes, which in turn contributes directly to downstream consequences. For example,
pre-trial risk predictions are used by correctional agencies for a range of decisions from placement to treat-
ment planning to parole assessment [9], and student drop-out risk prediction tools in high schools influence
the behavior of students, teachers and even the resources available to schools [15]. As such, predictions can
have far-reaching consequences that changes the characteristics of populations. Therefore, myopically lim-
iting the characterization of the model to just the quality of its predictions closes the door to the potentially
richer discourse that could happen when we consider the model to be an intervention or part of an intervention
pipeline.

Although some prior work [10] suggests that accurate prediction alone is sufficient to achieve policy
objectives in certain interventional problems, other discussions emphasize the gap between predictions and
decisions [22], and how the use of prediction in these cases is predicated upon critical causal assumptions
[23]. Modern causal inference now integrates machine learning tools with considerations of causal validity
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[3]. For instance, although there is a strong institutional history of policy program evaluation [2], which
assesses the causal effects of interventions in the social setting, this lens has not been broadly applied to study
the deployment of predictive algorithms as themselves interventions. Conversely, although recent technical
work has studied algorithms that induce causal effects or a strategic response [8, 7], the methodological work
thus far has not been empirically calibrated to real-world phenomena, and lacks adaptivity to the relevant
policy contexts. Hence, combining these perspectives is crucial.

Even acknowledging the key role of causal inference in bridging predictions with interventions, there is
a need to address existing critiques of causal inference and causal modelling in policy and social settings.
For instance, empirical approaches in causal inference, such as randomized controlled trials, have known
challenges with external validity and practical impact on policy interventions [24, 25]. On the theoretical
side, recent work by [27] and [26] have pointed out significant conceptual flaws with interpreting social
categories such as race and gender as causally manipulable variables (such as in a causal diagram [28]),
arguing that that the causal modelling of social factors often lacks epistemic validity. A holistic validation
pipeline of predictive interventions that hinges on causal validity must take these criticisms into account.

In this workshop, we re-visit the limitations of relying on the prediction paradigm description of machine
learning to describe its design, development and influence within social systems. Offering statistical tools to
analyze the impact of the model beyond its prediction outcomes, we will bring together an inter-disciplinary
cohort to explore alternative views of adopting a more intervention-based lens to machine learning design,
development and evaluation.

In summary, while recent work have highlighted the theoretical and practical importance of ML predic-
tions in policy and social systems, there remains important open questions about the mechanisms connecting
predictions to interventions, and consequently what new auditing and validity frameworks are necessary to
ensure the beneficence of data-driven prediction and intervention in policy problems.

2 Workshop Overview
The workshop brought together thirty-five experts in machine learning, algorithmic accountability, causal
inference, law, and quantitative and qualitative social sciences to present the latest developments and explore
new directions in the field. There were fifteen talks, three thematic panel discussions, three working sessions,
and two poster sessions highlighting student researchers during the workshop. The talks and sessions covered
the following themes:

1. Human-Algorithm Considerations in Decision Making

2. Causal Inference and Decision-making

3. Limits of Individual Prediction

4. Implementation Science and Public Sector AI

Cultivating connections across fields One strength of the workshop was in convening interdisciplinary
perspectives studying similar real-world systems. For example, Eli Ben-Michael discussed a randomized
controlled trial of algorithmic recommendations, where Simone Zhang had actually conducted fieldwork and
sociological observation of a different individual at the same site. Both talks discussed impacts of algo-
rithmic tools from different points of view: statistical and sociological. However, both talks investigated
substantively different questions: Simone focused on characterizing different effects/mechanisms of predic-
tions, providing a sociological lens on computational perspectives of performative prediction co-developed
by another participant, Juan C. Perdomo. Many perspectives also were informed by healthcare systems and
health decision-making: Ashia Wilson’s provocation (computer science) on the incompleteness of AUC alone
for decision-making resonated with discussions from Daniel Malinsky (biostatistics) about interventional
decision-making, while Mark Sendak (healthcare practice) provided a higher-level perspective on regulatory
environments in health. Other domains – education, social welfare, etc – were also highlighted by participants
as key themes throughout the workshop.
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3 Presentation Highlights

3.1 Day 1: Human-Algorithm Considerations in Decision Making
The organizers (Lydia Liu, Deborah Raji, and Angela Zhou) opened the workshop with an overview of
the research area and its motivations. The talk highlighted the ubiquity of automated decision systems, in
particular, risk assessment tools in the public domain. The intellectual and practical challenges that motivated
our particular agenda include the interdisciplinary nature of problems (involving fields such as computer
science, statistics, sociology, law, and philosophy); institutional users (hence the need to consider institutional
practices and default policy baselines); and the public-private deployment context (which requires accounting
for a broader range of stakeholders, their incentives, constraints, motivations, and actions).

Day 1’s talks shared the common theme of addressing human factors in algorithmic decision making,
spanning several different application domains.

Amanda Coston: Validity, problem formulation, and data-driven decision making Amanda’s talk ex-
amined frequently overlooked issues in problem formulation and validity that undermine the effectiveness of
data-driven systems. Defining ”validity” broadly as ”does the model do what it purports to do?”, she lever-
aged validity theory from the social sciences to create a taxonomy of challenges that jeopardize construct,
internal and external validity in algorithmic decision-making. A guidebook that structures deliberation on
early-stage problem formulation was co-designed in collaboration with public sector agency leaders and AI
developers, frontline workers, and community advocates. The talk also addressed the prevalent issue of selec-
tively missing data, specifically missing outcomes (when the decision downstream of prediction determines
whether the outcome will be observed) and demonstrated a solution using causal inference techniques.

Manish Raghavan: Reconciling human expertise and algorithmic predictions Manish’s talk addressed
the observation that, in many contexts, algorithmic predictions performed comparably to human expert judg-
ment. He highlights one out of many compelling reasons to keep humans involved in decision-making:
humans can access information that algorithms cannot. The question is: do they make better decisions us-
ing that information? For instance, in medical settings, while algorithms assessed pathologies based on
fixed data, doctors directly examined patients. Manish and collaborators built a framework to incorporate
expert judgements to distinguish between instances that are algorithmically indistinguishable, with the goal
of producing predictions that outperform both humans and algorithms in isolation. When they evaluated
the methods in clinical risk prediction contexts, it was discovered that although algorithms outperformed
humans on average, humans added valuable information in specific identifiable cases.

Eli Ben-Michael: Does AI help humans make better decisions? A methodological framework for ex-
perimental evaluation Eli’s talk sought to answer a related yet entirely complementary question: do algo-
rithmic predictions helps humans make better decisions in deployment as compared to a human alone or algo-
rithmic predictions alone? His work with collaborators (including Kosuke Imai, another workshop speaker)
introduced a new methodological framework that can be used to answer this question experimentally. They
consider a single-blinded experimental design, in which the provision of AI-generated recommendations is
randomized across cases with a human making final decisions. Under this experimental design, they showed
how to compare the performance of three alternative decision-making systems–human-alone, human-with-
AI, and AI-alone, and applied the method to the data from a randomized controlled trial of a pretrial risk
assessment instrument [1]. In the pretrial risk assessment context, it was found that (1) AI recommen-
dations do not improve the classification accuracy of a judge’s decision to impose cash bail, (2) AI-alone
decisions generally perform worse than human decisions with or without AI assistance, and (3) AI recom-
mendations tend to impose cash bail on non-white arrestees more often than necessary when compared to
white arrestees.

Talia Gillis: Regulatory challenges for algorithmic fair lending Talia’s talk summarized debates about
discrimination and AI regulation in the context of consumer credit, emphasizing the urgent need for ro-
bust regulatory frameworks. She discussed several legal regulatory challenges, including the gap between
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traditional fair lending laws and current practices, such as the focus on input scrutiny in traditional discrim-
ination law. Additionally, Talia highlighted the discrepancies between emerging regulatory frameworks and
the realities of algorithmic decision-making, including her work with co regulating humans-in-the-loop and
the generalizability of disparity metrics. Finally, Talia addressed current opportunities to operationalize fair
lending compliance in ways that were previously limited.

Student Poster Session 1 Student attendees, Luke Guerdan, Angelina Wang, Ezinne Nwanko, and
Michael Zanger-Tishler presented lightning talks, followed by a poster session, where they discussed their
work in detail and received feedback.

3.1.1 Panel: “Clinical vs. Statistical Decision Making”

What is the value of statistical judgment? When can we not trust an algorithmic recommendation, and instead
need to rely on trusting in the personalized experience and judgement of the decision-maker?

This panel focused on the tension between a “clinical approach” – allowing for a humanized, individual-
centric decision-making – and an “actuarial” approach – engaging in more pattern-based statistical thinking
and extrapolation – for decision-making [31].

We wanted the panelists to consider that tension under differing contextual and circumstantial lenses
and, more importantly, discuss how to incorporate reflections of this tension into our considerations for what
constitutes an appropriate algorithmic deployment.

Ben Recht: Provocation Ben’s provocation took a historical view of psychoanalysist Meehl’s pioneering
contribution to this dilemma. He introduced the framing of the tension between an idiographic view (where
each case is treated as unique) and a nomothetic view (where a population of cases is leveraged as collective
evidence applicable to a particular case). Most interestingly, Ben concluded with Meehl’s conclusion – that
despite intuition on the importance of individual consideration, it seems that clinical prediction in many well-
scoped pragmatic cases is typically overall less performant than statistical prediction, though this conclusion
is clearly circumstantial. Ben concludes with an observation of the the tautology at play here – namely that,
by stating that ”bureaucratic technology wins at bureaucracy” (i.e. statistical prediction is best on average),
we frame the human as a hazard or hero based on what is measurable, when the core of their value and
potential for individualized consideration is best observed on case studies, scenario-based assertions that are
ultimately singular and unverifiable. He concludes then by stating that rather than asking if human decision
making are worse than algorithmic decision-making, we should ask when this is the case and identify the
features of problems for which it is more appropriate to take on one approach over another.

Jessica Hullman: Provocation Jessica’s provocation focused on the role of modeling decision-makers
with precision and effectiveness. She noted the importance of task specification when setting up lab-like
experiments in the HCI context. She further discussed how the lack of specificity in task design and modeling
is what has interfered with more reproducible measurements for assessing human performance, as the humans
involved simply adopt divergent views on the assumed goals of the task when the problem is not well-defined.
She spoke also of how factoring in the variability of human participants, the context-specific cues of a task,
and the differences between real world utility and abstract model scoring rules accounts for much of the
differences between algorithmic and human decision-makers in a deployment environment.

Aisha Wilson: Provocation Aisha’s provocation was oriented around the particular use of clinical and
statistical reasoning for medical risk assessments. She discusses how in deployed decision-making contexts,
the current measurements we use to describe our statistical thinking do not reflect the priorities and concerns
of the human decision-makers involved. As an example, she discusses the intuitive presentation of the AUC-
ROC curve to clinicians. She discusses the history of the use of the AUC curve but also goes into detail on
how it does not reflect the intuitive process for many clinicians she interacts with, highlighting alternative
metrics economic value and precision@K that more explicitly encode decision-making priorities.
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Panel Discussion Much of the panel discussion focused on debating the role of statistical thinking in down-
stream decision-making, with panelists providing context for when statistical approaches were more or less
appropriate. For instance, Aisha and Ben proposed that perhaps statistical methods were best suited for guid-
ing institutional decision-making under administrative incentives, and perhaps less suited for more individu-
alized scenarios. However, some in the audience raised that many decision-makers are by default operating
as rule-following agents within administrative contexts, and are assessed against statistical parameters of
success. Jessica in particular emphasized the value of modeling such decision-making contexts explicitly to
understand how the constraints and incentives of the setting shape the decision-maker’s responsiveness to the
presented predictions.

The panel ended with Ben questioning the role of statistics for different means – although he admittedly
took the stance that statistical thinking would likely trump clinical judgement under any notion of aggregate
or average performance, he admitted that this evaluative framing was itself a statistical paradigm, and judged
under the lens of different metrics, it might be possible to identify some interchangeable dynamic where one
type of decision-making is more suitable than the other.

3.2 Day 2: Causal Inference and Decision-making
The second day began with a series of talks digging deep into 1) how causal inference frameworks can enable
optimal decision-making via individual treatment rules and 2) how causal inference frameworks can be used
to address statistical challenges and improve prediction models, whether by enforcing constraint desiderata
on predictive models, elucidating a framework for interpretability analysis, or by elucidating and motivating
new types of conditional independence assumptions used in combining datasets, with applications to inputing
race/ethnicity information.

Daniel Malinsky: Risk prediction vs individualized treatment rules for cardiovascular care decisions: a
health equity perspective Daniel’s talk focused on comparing the more common risk-prediction paradigm
for directing treatment (give a beneficial treatment to those at highest risk of a bad outcome) to the paradigm
of individualized treatment rules, which give treatment to those who most benefit (have the highest hetero-
geneous treatment effect). He also related these two paradigms to current debates in medicine about the
use of racial information in risk scores, outlining a position that the use of racial information for decision-
making is permissible when it improves outcomes for those groups. He illustrated the differences between
the paradigms and potential improvements in health equity in a large pooled observational study for cardio-
vascular risk. Some questions remain as to how this general guidance plays out with finite data and potential
model-misspecification.

Razieh Nabi: Mitigating Unfair Biases in Statistical Learning with a Focus on Causal Constraints
Razieh’s talk focused on developing a general theoretical framework for causal estimation in statistical learn-
ing under causal constraints, such as regression with a no-direct-effect constraint of some variable (such as
race). The work seeks predictive models that satisfy causal constraints, introducing interventional analysis
and desiderata into the predictive paradigm. Her talk combined tools from causal inference, semiparametric
inference, and constrained optimization to develop novel estimators, including extensive simulations and an-
alytical insight from the optimization solutions as to how causally fair predictors differ from unconstrained
predictors.

Joshua Loftus: Model-agnostic explanation tools and their limitations Joshua’s talk leveraged causal
analysis to study and improve the interpretability of pure predictive models. Current tools for interpretability
such as partial dependence plots do not model dependence between features. The talk proposes to leverage
causal models for the dependence between features to develop more refined notions of interpretability, in-
troducing causal dependence plots which generalize partial dependence plots. The talk provides a causal
interpretation of PDPs as estimating the natural direct effect of covariates X on the predictor Ŷ . These new
causal dependence plots study instead study total dependence by intervening on the predictor, using a causal
model to change other predictors, and then plotting the new predcitions.
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Kosuke Imai: Estimating Racial Disparities When Race is Not Observed Fairness and equity is a crucial
concern in societal systems, and yet many practical systems in society do not measure race or other sensitive
information that is necessary to assess disparities. Kosuke’s talk introduces new methodology, motivated by
an application project of Daniel Ho (another participant), which improves upon standard predictive models
of race given proxy information (BISG, Bayesian Improved Surname Geocoding), by leveraging different
causal assumptions. The new causal assumption posits that surname is conditionally independent of the name
given (unobserved) race, location, and other characteristies, which sometimes is true by design if decision-
makers are blinded to race information (as in the later lending example). This method can be interpreted
as leveraging surnames as an instrumental variable for race, leading to direct estimation methods and other
improved methods. A validation study on the North Carolina voter file (includes self-reported race) indicates
improvement, and another substantive application.

3.2.1 Panel: “Normative Analysis in Causal Inference”

Lily Hu: Provocation Lily’s provocation focused on the indeterminacy of discrimination analysis on the
grounds of similarly situated individuals, given wide discretion in determining what makes individuals sim-
ilarly situated individuals. Much of discrimination analysis proceeds by contrasting received outcomes of
similarly situated individuals. Lily’s argument is that there are normative determinations implicit in who is
similarly situated: similarly meritorious, deserving, etc. In the language of causal inference, this corresponds
to pointing out the indeterminacy of determining overlap. Overlap regions are those where different interven-
tions might be observed and where causal contrasts can be valid. Overlap is typically determined by assessing
variation in treatment conditional on covariates X . The key question is what justifies variable selection in
causal inference, and what choice of covariates it is valid to assess overlap upon: conclusions about validity
can vary widely with different choices of covariates.

Alexander Tolbert: Provocation Alexander’s provocation first provided background on different perspec-
tives on the philosophy of race and causal inference, depending on whether race (or aspects thereof) is or
isn’t a cause on manipulable or non-manipulable grounds. Alexander then points to his own previous argu-
mentation advocating agnosticism about the “essence” of race: on the premise that it’s justifiable to withhold
judgment about causality in the presence of unobserved confounders, causal hypotheses about effects of race
have many unobserved confounders, so agnosticism is reasonable. Alex also points out how processes of
racialization and stratification can induce positivity violations. He then introduces perspectives on the philos-
ophy of language and how these bear out on philosophical debates about race. Alex concludes on a puzzle:
viewing racialization as inducing positivity violations can undermine the framework of making claims about
the effects of race.

Solon Barocas: Provocation Solon’s provocation focused on exploring the sociological context of what he
calls “equivocal measures”. The given formulation is that equivocal measures really measure the product of
two terms: such as underlying incidence times reporting rate. This indeterminacy about the source of changes
in equivocal measures allows institutions using them to interpret changes in them as proof of performance
improvement or success, despite dubious context suggesting otherwise. A motivating example comprises
of interpretations of COVID statistics, despite potential evidence otherwise regarding testing patterns and
so on. Another example is that of predictive policing: bracketing aside the broader questions of whether
to deploy them, they introduce examples of equivocal measures due to the selective labels problem of not
measuring crime when not precision-allocating police to a location. This raises the question of whether such
systems ought to be measured instead on harder-to-measure counterfactual terms: should we measure the
counterfactual impacts of such systems on reducing crime that otherwise would not have occurred, regardless
of measurement? Bracketing aside technical questions (some of which other participants at the workshop
study), these examples raises interesting sociological questions as to the use of performance measures.

Panel The provocation speakers were joined by talk speakers Daniel Malinsky and Joshua Loftus. An-
gela Zhou moderated the discussion. This panel was focused more on discussing conceptual challenges and
opportunities in causal inference methodology when studying important societal questions.

The first panel question was:
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The workshop focuses on societal systems. How does your varied disciplinary background and
training highlight specific considerations when studying societal systems, which otherwise might
not be apparently from purely mathematical or technical perspectives?

Panelists shared how their different disciplinary backgrounds highlight some specific considerations in the
technical/theoretical/mathematical/statistical analysis of societal systems. Alex discussed some perspectives
from traditional methods in philosophy, like normative reasoning and philosophy of science, and highlighted
a specific opportunity: disaggregating categories in empirical practice, and bringing in more of the historical
context as he did earlier in his provocation. Lily highlights how in the quantitative analysis of discrimination
there is no disentangling of empirical and normative exercises: often various choices in empirical analysis can
reflect normative positions. Dan highlights how analytic philosophy’s extensive definitions have the benefit
of always defining things relative to a certain context, which would be helpful for analysis of societal systems.
Josh points out how his statistical training in high-dimensional analysis naturally leads to the importance of
variable selection, given the high-dimensional realities of empirical practice.

Next we opened the panel discussion for questions from the audience, discussing various topics such
as what are opportunities/benefits of formal methods in this setting, implications of historical processes of
racialization for discrimination analysis, and whether we require conceptual consensus on the definition of
race in order to proceed with other empirical and social analyses.

3.3 Day 3: Limits of Individual Prediction
Day 3’s talks questioned the assumptions behind data-driven risk (or future outcome) prediction for individ-
uals, across four distinct application domains: clinical decision making, life trajectory, student success, and
child welfare. Together they identify several of the most pertinent limitations of the prediction paradigm in
social systems.

Berk Ustun: When personalization harms performance Berk’s talk focused on the issue of includ-
ing personalized and sensitive attributes (such as sex, age, and HIV status) in machine learning models, to
allegedly improve the prediction accuracy for diverse subpopulations. His work examined an unintended
consequence of this practice—including personal attributes in the model can actually lead to worsened accu-
racy for minority groups. He discussed how these effects violate our basic expectations from personalization
in applications like clinical decision support, and describe how they arise due to standard practices in algo-
rithm development. The talk concluded by outlining practical approaches to mitigate these issues, including
implementing ”personalization budgets” to assess worsenalization and developing ”participatory prediction
systems” to allow individuals to consent to personalized predictions.

Matthew Salganik: The origins of unpredictability in life trajectory prediction tasks Matt’s talk ex-
plored why some life outcomes are difficult to predict. This investigation involved in-depth qualitative in-
terviews with 40 families sampled from a multi-decade longitudinal study. The sampling and interviewing
process built on the earlier efforts of hundreds of researchers to predict life outcomes for participants in this
study [30]. The qualitative evidence uncovered in these interviews, combined with a mathematical decompo-
sition of prediction error, led Matt and collaborators to develop a new conceptual framework of predictability.
The research suggests that unpredictability should be expected in many life outcome prediction tasks, even
when using complex algorithms and large datasets.

Juan Carlos Perdomo: The Relative Value of Prediction in Algorithmic Decision Making Juan’s talk
discussed the modeling of a policy-making context in which predictive outcomes were to be balanced with a
characterization of interventions and costs inherent to the deployment context.

Shion Guha: Deconstructing Risk in Predictive Risk Models Shion’s talk walked through a detailed
enthnographic exploration his research group had explored on the deployment of various child welfare risk
assessment tools in Wisconsin. His team mapped out a network of involved stakeholders and their compli-
cated interactions within a policy pipeline, discussing how various design details of the tools used impacted
the decision-making outcomes of the involved stakeholders.
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Student Poster Session 2 Student attendees, Ben Laufer, Hammaad Adam, Sayash Kapoor and Roshni
Sahoo presented lightning talks, followed by a poster session, where they discussed their work in detail and
received feedback.

3.4 Day 4: Implementation Science and Public Sector AI
Daniel Ho: Evaluating AI Systems in Government In this unrecorded talk, Daniel overviewed applica-
tions of algorithms and artificial intelligence in the federal government, overviewing recent collaborations as
well as discussing evaluation frameworks for performance assessment of AI and algorithms in the govern-
ment.

Simone Zhang: Social Mechanisms of Performative Prediction Simone’s talk began with vignettes and
takeaways from her experiences in the court conducting fieldwork on how judges discussed the recommenda-
tions of risk assessment instruments. More broadly, her talk focused on unpacking sociological mechanisms
for the notion of “performative prediction”, i.e. predictions that in turn affect the probability of outcomes
and events that they were designed to predict. While there is a great deal of technical work studying such
predictions (some done by workshop attendees), Simone’s talk focused on outlining sociological different
mechanisms as to why people might make different choices to realize certain outcomes, and also introduced
some surveys highlighting individual responses to a stylized version of a “failure-to-appear” risk assessment
tool.

Bryan Wilder: Learning treatment effects while treating those in need Bryan’s talk focused on optimal
experimental design that also managed in-sample participant welfare, incorporating Pareto trade-offs between
the optimal variance of the final treatment effect estimator, and giving treatment to those in most in need
(as measured via baseline outcomes). With calibrated simulations from realistic social services data, he
finds significant gains in in-sample welfare can be obtained with relatively little trade-off in final estimation
accuracy.

3.4.1 Panel: “Understanding and assessing models in deployment”

We began the panel with two provocations (unrecorded, at the speakers’ request) by Mark Sendak and
Suresh Venkatasubramanian at the intersection of AI research, institutional politics, and the public good.
Mark’s provocation investigated the potential conflicts of interest and equity issues that arise within multi-
stakeholder health AI initiatives, and the current evolving landscape of public-private collaborations. Suresh’s
provocation explored the challenges of integrating algorithmic fairness research into policy documents for AI,
highlighting the need for specificity, local context, and adaptability in policies to counteract the responses of
commercial parties. He also emphasized the importance of focusing on developing processes rather than just
algorithms.

The third and final provocation of this session was delivered by Marissa Gerchick, a data scientist at
the American Civil Liberties Union (ACLU). Marissa presented evidence for ACLU’s recent FTC complaint
against major hiring technology vendor Aon for marketing their hiring tests as bias free. Research on racial
disparities in Automatic Speech Recognition (ASR) systems [29] was cited to support the complaint. Marissa
emphasized that the problems with the hiring software extended beyond the algorithms themselves. The talk
also discussed the future of digital discrimination in hiring, advising employers to avoid tools that carry a
high risk of discrimination.

Panel Discussion The three provocation speakers were joined in discussion by talk speaker and fourth pan-
elist Daniel Ho. Lydia Liu moderated the discussion and posed the first question: what are the different roles
of research and researchers in addressing the complex problems surfaced in the provocations, and identifying
under-researched areas? Panelists highlighted the need for more ‘public airing’ when policies contradict re-
search, emphasizing the role of civil society in applying pressure and providing alternative viewpoints. They
also noted the undervalued role of academic research to broaden the vision of questions asked, understand the
population impacted by algorithmic harm, and expand what is technically possible to address these issues.
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While third-party auditing plays an important role in the AI accountability landscape, some speakers
emphasized the need for auditing accountability, citing the pitfalls of an auditing industrial complex. Other
participants advocated for transparency to enable broader participation beyond just entrenched auditors and
auditing bureaucracies. Subsequent discussions touched on the importance of separating (internal) quality
assurance from auditing and the need for standardized overseers within organizations for AI tools and prod-
ucts.

The panel also addressed regulation and legal frameworks, noting the challenges agencies like the FDA
face in regulating algorithmic decision systems (ADS), such as determining thresholds for re-testing and the
delegation of responsibilities to developers. There was a discussion on affirmative delegation for the least
discriminatory alternative (LDA) and the need for anti-discrimination doctrine to keep pace with technology,
often driven by litigation. The discussion concluded with the observation that anti-discrimination remains a
key tool for identifying and dismantling invalid or flawed algorithmic systems.

4 Scientific Progress Made
An important objective of the workshop was to collaborate on a larger whitepaper including 1) survey the
current state of the field and 2) prescriptive angles and paths forward for the field. We held three working
sessions. In the first working session, we fostered discussions by breaking into subgroups covering: model
design, evaluation science, and implementation science. In the second working sessions, we sought consen-
sus on the recommendations raised in the initial working session, and further organized the groups’ view-
points pertaining to the prescriptive angles, which included alternatives to prediction, model improvement
and desiderata, holistic understanding and assessment of models in deployment, and sustainable governance
and maintenance of ADS. The third and final working session focused on the development of prescriptive
angles. The workshop organizers and interested participants will continue to draft and refine the white paper
after the workshop, and plan to publish the results by the end of 2024.
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