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$X$ follows $S \alpha S$ distribution $(0<\alpha \leq 2)$ with scale parameter $\sigma>0$ (denoted by $X \sim S \alpha S(\sigma))$ if

$$
E\left(e^{i \theta X}\right)=e^{-\sigma^{\alpha}|\theta|^{\alpha}} .
$$

- $\alpha=2 \Rightarrow X \sim$ Normal.
- $\alpha=1 \Rightarrow X \sim$ Cauchy.
- Assume: $0<\alpha<2 \Rightarrow P(|X|>x) \sim c x^{-\alpha}$ as $x \rightarrow \infty$.
- In particular, $E\left(|X|^{p}\right)<\infty$ if and only if $p<\alpha$.
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Three most important cases: $G=\mathbb{Z}, G=\mathbb{Z}^{d}(d>1), G=F_{d}$.
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- $M$ is an $S \alpha S$ random measure on a standard Borel space $(S, \mathcal{S})$ with a $\sigma$-finite control measure $\mu$,
- $f \in \mathcal{L}^{\alpha}(S, \mu) \Rightarrow f_{t} \in \mathcal{L}^{\alpha}(S, \mu)$ for each $t \in G$,
- $\left\{\phi_{t}\right\}_{t \in G}$ is a nonsingular $G$-action on $(S, \mathcal{S}, \mu)$.
(1) is a fancy way of saying that each $\sum_{i=1}^{k} c_{i} X_{t_{i}} \sim S \alpha S\left(\left\|\sum_{i=1}^{k} c_{i} f_{t_{i}}\right\|_{\alpha}\right)$.
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Conv in SOT $\Longleftrightarrow\left\|\left(T_{\alpha}-T\right) \xi\right\| \rightarrow 0$ for all $\xi \in \mathcal{H}$.
$\Downarrow \not \approx$
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- Our work simply encashes this interplay and produces results for stationary $\mathrm{S} \alpha \mathrm{S}$ random fields.
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If $Y$ is countable with $\rho$ being the counting measure, then the direct integral becomes a direct sum $\left(M=\oplus_{y \in Y} M_{y}\right)$ of factors. In this special case, the above definition is equivalent to saying no $M_{y}$ is a type $I I_{1}$ factor.
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## Theorem

Suppose $\left\{\phi_{t}\right\}_{t \in G}$ is a nonsingular action of a countable group $G$ on a $\sigma$-finite standard measure space $(S, \mathcal{S}, \mu)$. Then the following hold:
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- Ensures use of multiparameter ergodic theorem and increases the mathematical tractability of various probabilistic and statistical aspects: limit theorems (talk of Andreas), large deviations, statistical inference, etc.
- $d=1$ : Samorodnitsky (2005): the underlying action has no positive part.
- $d \geq$ 1: Wang, R. and Stoev (2013) extended the above work.
- This work: Characterization using group measure space construction.


## von Neumann algebraic characterization of ergodicty

## Theorem (R. (2018?))

Suppose $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is a stationary $S \alpha S$ random field generated by a free nonsingular action $\left\{\phi_{t}\right\}_{t \in \mathbb{Z}^{d}}$. Then $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is ergodic if and only if the corresponding group measure space construction admits no $I I_{1}$ factor in its central decomposition.

## von Neumann algebraic characterization of ergodicty

## Theorem (R. (2018?))

Suppose $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is a stationary $S \alpha S$ random field generated by a free nonsingular action $\left\{\phi_{t}\right\}_{t \in \mathbb{Z}^{d}}$. Then $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is ergodic if and only if the corresponding group measure space construction admits no $I I_{1}$ factor in its central decomposition.

## Corollary

"Admitting no $I I_{1}$ factor in the central decomposition" is an invariant for any "free Rosinski representation".

## von Neumann algebraic characterization of ergodicty

## Theorem (R. (2018?))

Suppose $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is a stationary $S \alpha S$ random field generated by a free nonsingular action $\left\{\phi_{t}\right\}_{t \in \mathbb{Z}^{d}}$. Then $\left\{X_{t}\right\}_{t \in \mathbb{Z}^{d}}$ is ergodic if and only if the corresponding group measure space construction admits no $I I_{1}$ factor in its central decomposition.

## Corollary

"Admitting no $I I_{1}$ factor in the central decomposition" is an invariant for any "free Rosinski representation".

## Corollary

Ergodicity of a stationary S S S random fields is preserved under "orbit equivalence" of the underlying free nonsingular $\mathbb{Z}^{d}$-actions.
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- What about the general case? Use
- ergodic decomposition for a nonsingular action on a standard measure space (Corollary 6.9 in Schmidt (1976)), and
- its canonical connection to the central decomposition of the corresponding group measure space construction (Bratteli and Robinson (1979), Ch 4).
- From the proof, it transpires that
- "free" can be replaced by "ergodically free" everywhere;
- if the action is positive (talk of Olivier Durieu), then (almost) all the factors will be of type $I I_{1}$;
- same characterization of ergodicity holds for max-stable fields.
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## Open problems and future directions

- Ergodicity for stationary $S \alpha S$ random fields indexed by $G \neq \mathbb{Z}^{d}$ ?
- When will a stationary $S \alpha S$ random field be mixing? Connection to Dombry and Kabluchko (2016) (for max-stable fields).
- We have also calibrated the increments of SSSI S $\alpha$ S processes introduced by Cohen and Samorodnitsky (2006) (known to be ergodic) wrt our results - all the factors in the central decomposition is of type III. What about the ones obtained as limit by Dombry and Guillotin-Plantard (2009) and Owada and Samorodnitsky (2015)?


## Thank You Very Much

