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Anna and Meyer 2006:  Tipstreaming in a flow focusing device.  
The orifice is 34 micrometers. (Related work by H. Stone, T. Ward, Moyle et al.)

Tipstreaming in a microfluidic flow focussing device

Sec. V. For most of the simulations reported in this section there are N = 256 computational

mesh points on the interface in the first quadrant r > 0, x > 0 of the r, x-plane and the time

step is ∆t = 0.5× 10−3.

1. Aperture radius r0 = 0.75

The initial choice of aperture radius is r0 = 0.75, that is, the aperture radius is 0.75 times

the initial drop radius. Figure 6 shows a set of simulation data with the capillary number

fixed at Ca = 0.74. Surfactant, when present, is insoluble (Bi = 0), and a sequence of

relatively low values of the initial surfactant concentration Γ0 is chosen. In the first, the

interface is clean or surfactant-free (Γ0 = 0), and the interface is shown in profile in Fig. 6(a)

and in perspective in Fig. 6(e) at time t = 86.3. The value of Ca = 0.74 is based on this

surfactant-free case as being only marginally above the threshold value at which the drop is

drawn through the aperture. When Ca is just less than 0.74, the drop shape is steady at

large times and has a nearly pointed or conical tip with location x < 2. When Ca � 0.74

the size of the daughter drop when pinch-off is first approached is comparable to the size of

the aperture and there is no tipstreaming thread, as seen in Figs. 6(a, e).
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FIG. 6. Insoluble surfactant (Bi = 0) with aperture radius r0 = 0.75 and Ca = 0.74. (a, e) A

surfactant-free interface (Γ0 = 0) shown at time t = 86.3, (a) in profile, and (e) in perspective.

In the remaining panels of the figure the interface is surfactant-laden, shown in profile just before

pinch-off at left, and with the distribution of Γ versus x at the same time at right. (b, f) With

Γ0 = 0.025, shown at time t = 13.2. (c, g) Γ0 = 0.05, at time t = 12.1. (d, h) Γ0 = 0.10, at time

t = 11.5.

Panels (b) and (f) of Fig. 6 show the interface profile and surface surfactant concentration,

22

is about the same as in the simpler case. The more significant change in size is expected with
increasing Biot number.
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Figure 14: Orifice size ro = 0.5, surfactant covered drop evolution with Ca = 1.82, Γ0 = 0.1, Bi = 0.1 at time
t = 9.2, (a) 2D view, (b) 3D view, (c) the bulk surfactant concentration, respectively. {fig:sol_wall_5

Next, similar as above we fix the surfactant concentration Γ0 = 0.1 and change the ratio of
the time scale of capillary flow to the time scale for kinetic desorption - the Biot number. For
the same capillary number increment of the Biot number leads to thinner thread and smaller
droplet formation; see Figure15
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Figure 15: Tipstreaming through the orifice size ro = 0.5, the drop evolution with Ca = 0.74, Γ0 = 0.1 and for
(a) Bi = 0 (the insoluble case) at time t = 9.5, (b) Bi = 0.1 at time t = 9.2, (c) Bi = 0.25 at time t = 9.3 and
(d) Bi = 0.5 at time t = 6.8, respectively. {fig:Biot_wall_05

Continuous Tipstreaming.

5.6. Tipstreaming Through the Orifice of Radius ro = 0.25

For even smaller opening and the same set up of numerical aperture we notice significant
difference. In case of surfactant free system we vary the capillary number, but we are not able
to observe a pinching of a smaller droplet. We observe only two scenarios, for smaller values the
drop is approaching steady round shape, but for Ca ≈ 13 and bigger a cone is formed at the tip
of the drop. There is no pinching nor a thread formation; see Figure 17.

In that case of insoluble surfactant a small its amount (Γ0 = 0.1) change the physical property
of the interface. Surfactant accumulates at the tip of the drop, a long thread if formed and small
droplet emitted at the end
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• Small diffusion: there is a narrow transition layer at interface where bulk

surfactant concentration gradient ∇C is large.

Pe =
Ua

D
≈ 10

6

• The accurate resolution of this layer is essential to evaluate the exchange of

surfactant between interface and bulk flow.

• Hybrid numerical method

-Analytical reduction of transition layer

-Can be combined with boundary integral or other interfacial flow solver

to efficiently compute at large Pe.

3

Numerical challenges
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• The interfacial surfactant concentration Γ
and bulk surfactant concentration C satisfy
advection-diffsion equations

x ∈ Ω2

Jn ·∇C |S= Bi(K(1− Γ)C |S −Γ)

where 4

Governing equations

•We consider interfacial Stokes flow with bulk soluble 
surfactant in the exterior fluid

•Boundary and far-field conditions are 

METHODS FOR SOLUBLE SURFACTANT 527

interfacial surface tension that occurs when the distribution of adsorbed surfactant
on the interface is not spatially uniform.

This study focusses on surfactant that is soluble, so that surfactant is also present
in its bulk or dissolved form away from the interface, where it has bulk concentration
C and is transported as a passive scalar. For simplicity, surfactant is taken to be
soluble only in the external fluid region Ω, so that the bulk concentration C satisfies

(2.6)
∂C

∂t
+ u ·∇C =

1

Pe
∇2C , x ∈ Ω ,

where Pe = Ua0/D is the bulk Péclet number, which is typically large in applications,
and can be of the order of 106 or more.

The surface concentration of surfactant, Γ, satisfies the conservation law

(2.7)
∂Γ

∂t

∣∣∣∣
ξ

− ∂X

∂t

∣∣∣∣
ξ

·∇sΓ+∇s · (Γus) + Γκun =
1

Pes
∇2

sΓ+ Jn ·∇C|∂Ω , x ∈ ∂Ω ;

see [24]. Here us is the projection of the fluid velocity onto the tangent plane at the
interface, un = u·n is the normal component of velocity of the interface, x = X(ξ, t)
is a parametric representation of the interface, and Pes = Ua0/Ds is the surface
Péclet number. On the left-hand side of (2.7), the first two terms ensure that if the
interface moves, then the time derivative of Γ is taken in the direction n normal to the
interface, while the next two terms account for the change in surfactant concentration
due to advective flux along the interface and the change in local interfacial area
caused by motion along the normal. The first term on the right-hand side represents
the change in Γ due to surface diffusion, which is usually neglected, while the second
term accounts for the transfer or exchange of surfactant between its dissolved form
in the bulk flow immediately adjacent to the interface and its adsorbed form on the
interface. The parameter J = DC∞/UΓ∞ is a measure of the diffusive flux for
exchange of surfactant between the bulk and interface relative to the advective flux
of adsorbed surfactant on the interface.

Exchange of surfactant between the bulk phase neighboring the interface and the
interface itself is a two-step process [1]. In the bulk, surfactant is transported relative
to material on the interface by diffusion, while exchange between the bulk and the
interface occurs via adsorption-desorption kinetics. The net rate of accumulation of
surfactant on the interface is therefore equal to its rate of adsorption minus its rate
of desorption and is also equal to the normal diffusive flux of bulk surfactant at the
interface, so that

(2.8) Jn ·∇C|∂Ω = Bi(K(1− Γ)C|∂Ω − Γ) , x ∈ ∂Ω .

In (2.8), the dimensionless parameter K = κaC∞/κd is an equilibrium partition
coefficient, and the Biot number Bi = κda0/U is the ratio of the time scale of the
flow a0/U to the time scale of the kinetic desorption process κ−1

d . In this study we
consider the limit Bi → ∞, which is realistic in applications when the drop size is
around 0.1 mm or larger and is referred to as the diffusion-controlled regime. The
boundary condition (2.8) then simplifies to the Dirichlet boundary condition

(2.9) C|∂Ω =
Γ

K(1− Γ)
, x ∈ ∂Ω ,

which is the equilibrium adsorption relation of the Langmuir isotherm.
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S
S

•The surfactant concentration couples to the fluid dynamics through the stress balance: 

−(p2 − p1)n+ 2(e2 − λe1) · n = σκn−∇sσ, λ =
µ1

µ2

Sec. VI.

II. MODEL GEOMETRY

An initially spherical drop has a uniform concentration of surfactant on its interface that

is in equilibrium with a uniform concentration of surfactant in the continuous bulk phase

outside it. The drop is situated between two annular baffles that have a large outer radius

and an inner or aperture radius that is less than the initial radius of the drop. At time

t = 0 a uniaxial extension flow u∞
is imposed with its axis x passing through the drop and

aperture centers. The geometry is symmetrical about both the x−axis and the plane x = 0;

the baffle apertures tend to focus the flow as it passes through them. An illustration of the

set-up is given in Fig. 1(a) while an example computation of a 2D profile and 3D shape

of a deformed half-drop interface in x > 0 are shown together with the baffle aperture in

Figs. 1(b) and 1(c), respectively. Here the capillary number is sufficiently small that the

interface is not drawn through the opening.
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FIG. 1. (a) A drop is situated in an uniaxial extension flow facing a narrow opening in a baffle on

either side. The geometry is axisymmetric. (b) Half of the drop in x > 0 showing a conical tip, 2D

profile, and (c) 3D view.

This is proposed to capture the main features of flow focusing in the microfluidic tip-

streaming device of Anna and Mayer [10] and Moyle et al. [11]. Figure 2(a) shows a

schematic of the experimental device with an image of a steady, rounded interface near the

aperture Wor. The device geometry is rectilinear but the interface becomes nearly axisym-

metric close to the aperture, and surfactant is dissolved in the interior or dispersed phase

fluid. Figure 2(b) shows an image of streaklines in the dispersed phase, with a conical

interface and a thin tipstreaming thread that is drawn through the aperture. The cited ex-

5

matic boundary condition, that is

[u]21 = 0 , x ∈ S , (2)

dx

dt
= (u · n)n , x ∈ S , (3)

where [·]21 denotes the jump or difference as S is approached from the exterior and interior of

S, and n is the outward unit normal on S. The stress-balance boundary condition, that the

net hydrodynamic traction on S due to the fluid on either side equals the net force acting

on S due to interfacial surface tension, is

[σ]21 · n ≡ −(p2 − p1)n+ 2(e2 − λe1) · n = σκn−∇sσ , x ∈ S . (4)

Here a subscript denotes the domain, Ω1 or Ω2, from which x approaches S, σ is the stress

tensor, ei (i = 1, 2) is the rate-of-strain tensor, σ is the interfacial surface tension, κ is the

sum of the principal normal curvatures of S, which are chosen to be positive for a convex

intersection with S seen from Ω1, and ∇s = ∇− n(n ·∇) is the surface gradient operator.

The surface tension σ depends on the concentration of surfactant on the interface Γ

according to an equation of state. Here this is taken to be

σ = 1 + E ln(1− Γ) , (5)

where the elasticity number E = RTΓ∞/σ0 is a dimensionless measure of the sensitivity

of surface tension to variations in surface surfactant concentration, which in turn is made

nondimensional by the theoretical maximum monolayer surface concentration Γ∞. Equa-

tion (5) is described as a Langmuir-type surface equation of state [2], the Frumkin surface

equation of state [31], or the Szyszkowski surface equation of state [7].

The surface surfactant concentration Γ satisfies the conservation law

∂Γ

∂t

����
n

+∇s · (Γus) + Γκun =
1

Pes
∇2

sΓ+ Jn ·∇C|S , x ∈ S. (6)

Here the time derivative ∂t|n is taken along the direction of the outward normal to the

interface when it is in motion, and the remaining terms on the left hand side account for

change in Γ due to: (i) advection along the interface with the tangential fluid velocity

us = u − (u · n)n, and (ii) motion of a locally nonplanar interface along its normal with

speed un = u ·n. On the right, the first term describes change in Γ due to surface diffusion,

and the surface Peclet number Pes = aU/Ds where Ds is the surface diffusion coefficient.

7
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The large bulk Peclet number limitinterface S is vp = up − un. This vanishes on S and is approximated by the first term in

its Taylor expansion ∂nvp|sn near S. In the intrinsic frame, the time derivative ∂t of (13) is

taken with (ξ1, ξ2, N) fixed, and at zero to moderate values of the Reynolds number there is

no boundary layer or N -dependence of the fluid velocity, so that ut is approximated by the

interface tangential fluid velocity us. As a result, the material derivative and diffusive flux

of (7) appear in (13) at leading order, with an error or remainder that is O(�) as � → 0. To

the same order, Eq. (14) follows from the incompressibility condition (1) when written in

the intrinsic frame, and this allows the quantity ∂nvp|s to be found in terms of surface data

alone. We note that Wong et al. [32] show that from the first two terms on the left hand

side of Eq. (13) the combination ∂t − ∂tX|ξ ·∇s = ∂t|n, which is the time derivative along

the outward normal to a moving interface of Eq. (6). Hence (13) can also be written as

(∂t|n + us ·∇s + ∂nvp|sN∂N)C = ∂2
NC . (15)

The initial and boundary conditions become

C(ξ1, ξ2, N, 0) = 1 , (16)

with J0∂NC|s = Bi(K(1− Γ)C|s − Γ) on N = 0 , (17)

and as N → ∞





C → 1 when ∂nvp|s ≤ 0 ,

∂NC → 0 when ∂nvp|s > 0 .
(18)

In the bulk-interface surfactant exchange condition (8) we have set J = �J0, where J0 = O(1),

to form (17). To find the transition layer far-field condition (18) we note that ∂nvp|s is the

rate of extension of a fluid line element in the transition layer in the direction normal to

S. Where ∂nvp|s ≤ 0, fluid particle paths enter the inner transition layer region from the

outer region, which is governed by Eq. (12) with the equilibrium initial value C = 1, and

so this is the matching value of C as N → ∞. On the other hand, where ∂nvp|s > 0, fluid

particle paths exit the inner transition layer region. Since bulk-interface surfactant exchange

is localized near the interface N = 0, C equilibrates far from S to a constant value that is

determined by the transition layer dynamics, so that the matching condition is ∂NC → 0 as

N → ∞. This constant value of C is then maintained on particle paths in the outer region,

per (12), and a wake or plume of dissolved surfactant with C �= 1 develops, leaving the drop

interface.

Similar to the formulation of Eq. (17), in the Pe → ∞ limit, Eq. (6) for evolution of the

10

• We use singular perturbation analysis to derive a reduced asymptotic model
for Pe � 1.

• The ‘outer’ region, where spatial gradients are not large, is characterized by
a regular approximation. In the limit Pe � 1, to leading order,

(∂t + uuu ·∇)C = 0,

so that C is constant on particle paths, i.e., C ≡ 1 over much of Ω2 for t ≥ 0.

• When the drop deforms, local change of its interfacial area causes the surface
surfactant concentration Γ to depart from its initial equilibrium value Γ0.

• Slow diffusion of bulk surfactant causes large spatial gradients of C to develop
in the normal direction close to the interface.

• In this ”transition” region, we introduce a surface fitted coordinate system
(ξ1, ξ2, n) and stretched coordinate N = n/� with � = Pe−1/2, and find to
leading order

A. The large bulk Peclet number limit

In applications, the bulk Peclet number is large, and typically of the order of 10
6 − 10

7
.

Since the field equation (7) is singularly perturbed in the limit Pe → ∞ this led us to

introduce a reduced asymptotic model that is derived in this limit in our earlier work [13–

15].

The exterior domain Ω2 is divided into two regions. There is an “outer” region where

spatial gradients in C are not large, which is characterized by a regular approximation of

(7). In the Pe → ∞ limit, the leading order approximation satisfies

(∂t + u ·∇)C = 0 , (12)

so that C is constant on particle paths at this order, and with the uniform initial data of

(9) this implies that C ≡ 1 over much of Ω2 for t ≥ 0.

When the drop deforms, local change of its interfacial area causes the surface surfactant

concentration Γ to depart from its initial equilibrium value Γ0 of (10). The large bulk Peclet

number or slow diffusion of bulk surfactant causes large spatial gradients of C to develop

in the normal direction close to the interface, which constitutes a second, “inner” region

or transition layer Ω2r ⊂ Ω2. In this region the dynamics are described by introducing a

surface-fitted or intrinsic coordinate system (ξ1, ξ2, n) and a stretched normal coordinate

N = n/�, in which C = C(ξ1, ξ2, N, t). Here n is the distance normal to the interface,

with n > 0 in Ω2 and n = 0 on S, and ξ1 and ξ2 are distance coordinates on S. The

system (ξ1, ξ2, n) is chosen to be locally orthogonal, and the small parameter � is such that

0 < � = Pe−1/2 � 1.

The bulk surfactant dynamics in the transition layer, written in the intrinsic frame, are

governed by

(∂t + vs ·∇s + ∂nvp|sN∂N)C = ∂2
NC , in Ω2r, (13)

where ∂nvp|s = −κun −∇s · us , (14)

at leading order [13]. Here vs = us − ∂tX|ξ is the tangential interfacial fluid velocity

relative to a point x = X(ξ1, ξ2, t) on the interface with fixed ξ = (ξ1, ξ2). The Eulerian

fluid velocity u, in terms of its projection on the tangent plane ut and normal component

up, is u = ut + upn, so that the normal component of the fluid velocity relative to the

9

interface S is vp = up − un. This vanishes on S and is approximated by the first term in

its Taylor expansion ∂nvp|sn near S. In the intrinsic frame, the time derivative ∂t of (13) is

taken with (ξ1, ξ2, N) fixed, and at zero to moderate values of the Reynolds number there is

no boundary layer or N -dependence of the fluid velocity, so that ut is approximated by the

interface tangential fluid velocity us. As a result, the material derivative and diffusive flux

of (7) appear in (13) at leading order, with an error or remainder that is O(�) as � → 0. To

the same order, Eq. (14) follows from the incompressibility condition (1) when written in

the intrinsic frame, and this allows the quantity ∂nvp|s to be found in terms of surface data

alone. We note that Wong et al. [32] show that from the first two terms on the left hand

side of Eq. (13) the combination ∂t − ∂tX|ξ ·∇s = ∂t|n, which is the time derivative along

the outward normal to a moving interface of Eq. (6). Hence (13) can also be written as
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NC . (15)
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with J0∂NC|s = Bi(K(1− Γ)C|s − Γ) on N = 0 , (17)

and as N → ∞





C → 1 when ∂nvp|s ≤ 0 ,

∂NC → 0 when ∂nvp|s > 0 .
(18)

In the bulk-interface surfactant exchange condition (8) we have set J = �J0, where J0 = O(1),

to form (17). To find the transition layer far-field condition (18) we note that ∂nvp|s is the

rate of extension of a fluid line element in the transition layer in the direction normal to

S. Where ∂nvp|s ≤ 0, fluid particle paths enter the inner transition layer region from the

outer region, which is governed by Eq. (12) with the equilibrium initial value C = 1, and

so this is the matching value of C as N → ∞. On the other hand, where ∂nvp|s > 0, fluid

particle paths exit the inner transition layer region. Since bulk-interface surfactant exchange

is localized near the interface N = 0, C equilibrates far from S to a constant value that is

determined by the transition layer dynamics, so that the matching condition is ∂NC → 0 as

N → ∞. This constant value of C is then maintained on particle paths in the outer region,

per (12), and a wake or plume of dissolved surfactant with C �= 1 develops, leaving the drop

interface.

Similar to the formulation of Eq. (17), in the Pe → ∞ limit, Eq. (6) for evolution of the

10
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Other details

• There is no transition layer in the velocity.

• Error in the approximatiion is O(�).

• The hybrid method conserves surfactant at O(�), with a remainder of O(�2).

the bulk surfactant concentration data outside the drop, is Pe = 104.

FIG. 4. Drop shape and bulk surfactant concentration with capillary number Ca = 0.04 and initial

equilibrium surfactant concentration Γ0 = 1/3, shown at times t = 50, 200, and 500, from left to

right. At the latest time, the surface and transition layer bulk surfactant concentration profiles

have reached a steady state. For other parameter values see text.

The simulation data with surfactant give the drop center to pole distance ρ(φ = 0) =

1.111 and center to equator distance ρ(φ = π
2 ) = 0.950, which are within 3% of the

surfactant-free values ρ(φ = 0) = 1.081 and ρ(φ = π
2 ) = 0.960 given by the approxima-

tion at Eq. (28a). The slightly more prolate drop shape of the simulation is consistent with

the presence of surfactant and decreased surface tension in the simulation data. We define

the width of the surfactant plume to be the cylindrical radius at which the flow in the tran-

sition layer normal to the interface changes from inflow to outflow, i.e., where ∂nvp|s = 0,

per Eq. (18). From Eq. (28b) this occurs when φ = sin−1
�
2/3 � 54.70, which, neglecting

the narrow transition layer width, gives an estimate of the plume width as ∼ 0.816. This is

in close agreement with the simulation data at t = 500. Near the outer edge of the plume

C < 1, since it consists of fluid particles that transit the surfactant-depleted part of the

transition layer closer to the drop equator, while the plume core is surfactant-rich, C > 1.

V. RESULTS AND DISCUSSION

In the simulations reported below some dimensionless parameters are held fixed. These

include the viscosity ratio λ = 0.05, and the two parameters associated with insoluble

surfactant, E = 0.2 and Pes = 103. It has been noted that it is necessary for λ � 0.1 for

tipstreaming to occur [5, 6], and the value used here is the same as that in the simulations of

tipstreaming by Eggleton et al. [16]. The chosen value of E is typical of many surfactants,

17

• The boundary conditions for the transition layer equation are

interface S is vp = up − un. This vanishes on S and is approximated by the first term in

its Taylor expansion ∂nvp|sn near S. In the intrinsic frame, the time derivative ∂t of (13) is

taken with (ξ1, ξ2, N) fixed, and at zero to moderate values of the Reynolds number there is

no boundary layer or N -dependence of the fluid velocity, so that ut is approximated by the

interface tangential fluid velocity us. As a result, the material derivative and diffusive flux
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the intrinsic frame, and this allows the quantity ∂nvp|s to be found in terms of surface data

alone. We note that Wong et al. [32] show that from the first two terms on the left hand

side of Eq. (13) the combination ∂t − ∂tX|ξ ·∇s = ∂t|n, which is the time derivative along

the outward normal to a moving interface of Eq. (6). Hence (13) can also be written as

(∂t|n + us ·∇s + ∂nvp|sN∂N)C = ∂2
NC . (15)

The initial and boundary conditions become

C(ξ1, ξ2, N, 0) = 1 , (16)

with J0∂NC|s = Bi(K(1− Γ)C|s − Γ) on N = 0 , (17)

and as N → ∞





C → 1 when ∂nvp|s ≤ 0 ,

∂NC → 0 when ∂nvp|s > 0 .
(18)

In the bulk-interface surfactant exchange condition (8) we have set J = �J0, where J0 = O(1),

to form (17). To find the transition layer far-field condition (18) we note that ∂nvp|s is the

rate of extension of a fluid line element in the transition layer in the direction normal to

S. Where ∂nvp|s ≤ 0, fluid particle paths enter the inner transition layer region from the

outer region, which is governed by Eq. (12) with the equilibrium initial value C = 1, and

so this is the matching value of C as N → ∞. On the other hand, where ∂nvp|s > 0, fluid

particle paths exit the inner transition layer region. Since bulk-interface surfactant exchange

is localized near the interface N = 0, C equilibrates far from S to a constant value that is

determined by the transition layer dynamics, so that the matching condition is ∂NC → 0 as

N → ∞. This constant value of C is then maintained on particle paths in the outer region,

per (12), and a wake or plume of dissolved surfactant with C �= 1 develops, leaving the drop

interface.

Similar to the formulation of Eq. (17), in the Pe → ∞ limit, Eq. (6) for evolution of the

10
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• We use a fixed rectangular grid or mesh-free method for the numerical solution
for C, combined with simultaneous BI solution for u,Γ.

• No need to remesh grid for C as interface evolves, even for highly contorted
interface shapes

• Diffusive term ∂2
NC is O(1), so no development of large concentration gradients

that require a large number of node points to resolve

• u need only be evaluated at interface

• Pe removed from problem at leading order. In plots, we reintroduce Pe via
n = Pe1/2N .

7

Advantages of hybrid numerical method
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Boundary integral method

• The equations are solved by a boundary integral method, and a finite differ-
ence method (on a rectangular domain) is used for the transition layer equation

• The inclusion of baffles introduces two additional single layer integrals.

• In the axisymmetric geometry, azimuthal integrations can be done analyti-
cally, reducing surface integrals to line integrals.

• We use Alpert hybrid Gauss-trapezoid quadrature for logarithmic kernel sin-
gularities, a method of Ceniceros et al. to reduce round off error amplification in
computation of single and double layer potentials, and adaptive point insertion.

• Full method is O(h2) on the drop interface, O(h) on the baffles (due to the
singularity of the flow around the sharp aperture edges), and O(∆t).

0 0.5 1 1.5 2 2.5 3
10

−16

10
−14

10
−12

10
−10

10
−8

s (arclength)

e
rr

o
r

E
2x

0 0.5 1 1.5 2 2.5 3
10

−16

10
−14

10
−12

10
−10

10
−8

10
−6

s (arclength)

e
rr

o
r

E
2σ

FIG. 4. Error v.s. arclength parameter for n = 32, 64, 128, 256, 512, 1024.

The numerical results of uα are denoted as Eα. Here

f = T · n = f1 · n+ f2 · t (33)

we have done the tests for f1 = 0, f2 = sin(s), s = 0 ∼ π, at s = 0, π and s = π/2. With

cubic spline interpolation for f2 on the surface, we have 4th order of accuracy as Fig. 5

shows. More results for f1 term and all s have to be tested....
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Error in the axial
and radial components
of the double-layer potential

Error versus arclength for n = 32, 64, 128, 256, 512, 1024.
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written in suffix notation. The derivation of (25) in the absence of baffles Sb can be found

in Refs. [33] and [34] and is based on the Lorentz reciprocal identity for Stokes flows and

application of the divergence theorem. The free-space Green’s function, or Stokeslet, and

associated stress tensor, or stresslet, are given by

Gij(x,x0) =
δij
r

+
x̂ix̂j

r3
and Tijk(x,x0) = −6

x̂ix̂jx̂k

r5
, (26)

respectively, where x̂ = x−x0 and r = |x̂|. In the integral over the interface S that contains

Gij, or the single layer potential, [σik(x)]21nk(x) is the net traction exerted on S by the bulk

flow to either side of it, which is given in terms of the interfacial tension by (4). In the

integral over S that contains Tijk, or the double layer potential, ui is the interfacial fluid

velocity on S. The inclusion of rigid baffles Sb introduces two analogous integrals. However,

of these, the double layer term is zero, since the fluid velocity satisfies the no-slip condition

u = 0 on Sb, and in the single layer term, which is the last term on the right hand side of

(25), gi(x) is the net traction exerted by the fluid surrounding Sb, which is to be determined.

If x0 approaches S from Ω2 all terms of (25) are continuous with the exception of the

integral for the double layer potential, which in the limit is given by the sum of a local

contribution 4πuj(x0) from a neighborhood of x0 plus the principal value of the integral,

which is denoted by PV and is the value of the improper integral when x0 is on S [34].

After some rearrangement, this gives the integral equation (27a) below. Conversely, if x0

approaches Sb from Ω2 then all terms of (25) are continuous, including the double layer

potential, and the fluid velocity uj(x0) is zero to satisfy the no-slip boundary condition.

After rearrangement, this gives the integral equation (27b). We have

uj(x0)−
1− λ

4π(1 + λ)

� PV

S

ui(x)Tijk(x,x0)nk(x)dS(x) +
1

4π(1 + λ)

�

Sb

Gij(x,x0)gi(x)dS(x)

=
2

1 + λ
u∞
j (x0)−

1

4π(1 + λ)

�

S

Gij(x,x0)[σik(x)]
2
1nk(x)dS(x), x0 ∈ S , (27a)

λ− 1

8π

�

S

ui(x)Tijk(x,x0)nk(x)dS(x) +
1

8π

�

Sb

Gij(x,x0)gi(x)dS(x)

= u∞
j (x0)−

1

8π

�

S

Gij(x,x0)[σik(x)]
2
1nk(x)dS(x), x0 ∈ Sb . (27b)

This is a pair of coupled Fredholm integral equations for the fluid velocity u on the drop

interface S and the net traction g on the baffles Sb, where the right hand sides are considered

known in terms of the imposed flow u∞
and the net surface traction on S. When λ �= 1,
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surfactant concentration C (lower right panel) are plotted from t ¼ 0:0 to 4.0. Other parameter values are the same as in
Fig. 2. The figure clearly illustrates the narrowness of the transition layer at this larger Pe, which makes numerical calculation
using traditional methods very difficult.

Fig. 5 presents the surface concentration of surfactant Cðm; tÞ computed by the hybrid method (dotted red curve) and that
calculated by the traditional method (solid blue curves) at t ¼ 1:0 for Pe ¼ 0:5$ 102; 102; 103; 104 and 0:5$ 105. The num-
ber of gridpoints is fixed at M ¼ P ¼ 256, and other parameters are as in Fig. 2. Since the transition layer Eq. (18) is con-
structed to be exact in the limit Pe ! 1, we expect solutions computed by the traditional method to approach the hybrid
solution for increasing Pe. This is indeed the case when the Peclet number Pe is less than about 103, as seen in Fig. 5. How-
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Fig. 5. Surface concentration Cðm; tÞ computed at t ¼ 1:0 by the hybrid method (dotted red curve) and by the traditional method (solid blue curves) for
Pe ¼ 0:5$ 102; 102; 103; 104 and 0:5$ 105. Parameters are as in Fig. 2. (For interpretation of the references in colour in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 6. Surface surfactant concentration Cðm; tÞ computed by the hybrid method (dotted red curve) and by the traditional method (solid blue curve) at
t ¼ 1:0 for Pe ¼ 104. Gridpoints of the traditional method are clustered in a very thin annular region adjacent to the interface by setting rm ¼ 0:1, effectively
resolving the transition layer. Other parameters are as in Fig. 2. (For interpretation of the references in colour in this figure legend, the reader is referred to
the web version of this article.)
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Validation (Booty & Siegel 2010)

Left: Surface concentration Γ computed by the hybrid method (dotted red
curve) and by the traditional method (solid blue curves) for Pe = 0.5×102, 102, 103, 104,
and 0.5× 105. Right: adaptive resolution applied to Pe = 104.

Tuesday, August 14, 2018



0.02 to 0.05 and show little or no noticeable trend of decrease with increase in Bi.

At the larger values of Bi � 0.25, the thread experiences axial compression as us de-

creases with x due to flow divergence on exit from the aperture, but surfactant solubility

and desorption are sufficiently large that the surface concentration Γ stays well below the

maximum surface concentration, see Figs. 10(g, h), whereas with Bi = 0.10 this is attained

for 2.19 � x � 2.66, see Fig. 10(f).

1. Page 12, section 5.3. The parameters λ, E, J0 are fixed - throughout - please confirm. The
values are λ = 1/20 = 0.05, E = 0.2, and J0 = 0.05 which are the values given in the last
paragraph of page 10.

Yes, these values in the last paragraph of page 10 are use throughout all simulations. The only
difference is at the end, in section 5.7 where following Anna’s work I use λ = 1/40 = 0.025,
E = 0.1.

In the last paragraph of this section, on page 13, you discuss the diameter of the daughter
drop (we may have to find another name, such as tip-drop, since it has not pinched off yet).
I see that for Bi = 0.1 the radius is about 0.06, but it looks like the radius is 0.03 when
Bi = 1.0 (not Bi = 0.1, as stated, ’minor typo).

Fully agree, a tip-drop sounds better, I’ll fix it throughout the paper. Yes, that’s a typo, it
should be Bi = 1.0.

Also, are you always using initial Γ0 = K/(1 + K) per eqn. (10), and Pes = 103 per page
10? I think so. And you used Pe = 104 in the graphics for surfactant solubility, per page
10?

Yes, that’s all correct. I always start from equilibrium state and this makes only sense
when we have soluble surfactant. For instance, in Section 5.4 I’m considering insoluble case
first and then the soluble for the same choice of Γ0 = 0.1. Eq. (10) implies that I choose
K = Γ0/(1− Γ0) = 1/9.

2. You show plots of bulk concentration C. In figs. 11(c) and 14(c) the scale is C ∈ [0, 10].
It looks as though C is near 10 at the tip-drop. If you were to decrease the scale range to
C ∈ [0, 5] (for which you may need to crop the data down to 5 where C > 5) the solubility
effect may be more visible further from the interface - with the same Pe. It may improve
these two plots.

I’ve done exactly what you suggested cutting some values, please see the difference below.
Which one would you prefer ?

Figure 1: Figures 14c and 19c before and after, respectively.

In fig. 19(c), which has Bi = 0.1 and a short or small thread, you use the scale C ∈ [0, 5].
Earlier, in fig 9(b) (when there is no wall/orifice) you use C ∈ [0, 2.5] and the structure of
the bulk profile is portrayed very clearly.

I’ve done same thing as above, please see Figure 1, the bottom row.

1

FIG. 11. Bulk surfactant concentration C with the same parameter values and time as Figs. 10(b,

f).

Figure 11 shows the bulk surfactant concentration with the same parameter values and

at the same instant as in Figs. 10 (b, f). Desorption of surfactant from the interface to the

bulk flow occurs along the tipstreaming thread and is most noticeable in the vicinity of the

tip-drop. At the time of the figure, the lifetime of the thread tip since leaving the mother

drop is approximately equal to the flow time divided by the capillary number, a/CaU , so

that the ratio of the tip-drop age to desorption time is of the order of Bi/Ca � 0.05.

With decrease in aperture radius from r0 = 0.75 to r0 = 0.50 the location of the thread

base has moved from the downstream side to the upstream side of the aperture, in the

vicinity 1.7 � x � 1.9.

To explore the evolution of the tipstreaming thread at times beyond its first pinch-off,

simulations were continued by closing-off the thread interface at its point of minimum radius

when this reached a threshold of � 10−3 and omitting the excised, downstream region of

the dispersed phase from the computation at later times. This was repeated at consecutive

pinch-off events. In these simulations, the minimum radius usually occurred immediately

behind the tip-drop, but it also occurred less frequently further upstream along the thread. It

is assumed that the omitted interface and dispersed phase ‘droplets’ have negligible influence

29

Numerical results

Example of a tipstreaming thread with Bi = 0.1, r0 = 0.50, Ca = 1.82, and
Γ0 = 0.10. Spatial data for C is displayed using Pe = 104.
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on the tipstreaming thread.

Figure 12 shows two examples of this. In both examples, r0 = 0.50, Ca = 1.82, the initial

surface surfactant coverage Γ0 = 0.10, and these are held fixed. For the data of Fig. 12(a)

the Biot number is set at Bi = 0.25 and the time of the uppermost frame is t = 8.4, so that

this image is a close-up of the tipstreaming thread of Figs. 10(c, g). The sequence of frames

below it are each taken at a fixed time interval of ∆t = 0.3 thereafter, and one tip-drop

has pinched off and been excised between each consecutive frame. During the time interval

spanned by the figure, the evolution appears to be approaching a more or less periodic state

with period close to 0.3 in the top four frames, but in the last frame of the panel the thread is

less uniform in radius with an apparent neck or capillary instability developing in the region

2.5 � x � 2.6. It is possible that this is a numerical artifact, but refining the computational

mesh by doubling the number of node points on the interface suggests this is not so. The

precise location and time at which the instability sets in are mildly sensitive to the mesh

size and time step but its occurrence appears to be robust.

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

1.6 1.8 2 2.2 2.4 2.6 2.8 3
−0.1

0

0.1

(a)

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

1.6 1.8 2 2.2 2.4 2.6 2.8 3
−0.1

0

0.1

(b)

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

−0.1

0

0.1

1.6 1.8 2 2.2 2.4 2.6 2.8 3
−0.1

0

0.1

(c)

FIG. 12. Thread evolution with aperture radius r0 = 0.50, Ca = 1.82, and Γ0 = 0.10. Between

each frame a tip-drop pinches off; it is then removed from the computation and is not shown in

the figure. (a) Bi = 0.25, the time interval between frames is ∆t = 0.3 with the first (top) frame

at t = 8.4. (b) Bi = 0.50, the frame time interval is ∆t = 0.3 with the first (top) frame at t = 7.8,

continued by (c) where the frame time interval is ∆t = 0.2 with the first (top) frame at t = 9.2.

For the data of Figs. 12(b) and 12(c) the Biot number is increased to Bi = 0.50, and

in Fig. 12(b) the time of the earliest (uppermost) frame is t = 7.8, so that this image is a

close-up of the tipstreaming thread of Figs. 10(d, h). The sequence of frames below it are

taken at a fixed time interval of ∆t = 0.3, with a single tip-drop having pinched off and

been excised between consecutive frames. The thread shows a slight constriction beginning

30

Thread evolution with aperture radius r0 = 0.50, Ca = 1.82, and Γ0 = 0.10.
(a) Bi = 0.25, the time interval between frames is ∆t = 0.3 with the first (top)
frame at t = 8.4. (b) Bi = 0.50, the frame time interval is ∆t = 0.3 with the
first (top) frame at t = 7.8, continued by (c) where the frame time interval is
∆t = 0.2 with the first (top) frame at t = 9.2.
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this value is representative of many fluid-surfactant systems [6, 31, 41] and has been used

in other numerical studies [16, 17, 20, 40].

TABLE II. Values of dimensionless quantities in the experimental study by Moyle et al. [11] and

in the simulations summarized in Fig. 16(b).

Dimensionless quantity Value in experiments Value in simulations

Baffle location, x = l = ∆Z/a 2.02 2.0

Aperture radius, r0 = wor/2a 0.20 0.50

Viscosity ratio, λ = µ1/µ2 0.025 0.050

Elasticity number, E = RTΓ∞/σ0 0.09 0.20

Peclet numbers, Pes � Pe = Ua/D 1.46× 106 Pes = 103

Expansion parameter, � = Pe−1/2 0.83× 10−3 –

Exchange coefficienta, J = DC∞/Γ∞U 4.30× 10−7 to 4.30× 10−5 –

Scaled exchange coefficienta, J0 = J/� 5.18× 10−4 to 5.18× 10−2 7.8× 10−4 to 10−1

Biot number, Bi = aκd/U 4.16× 10−10 10−3

Partition coefficienta, K = κaC∞/κd 4.83× 104 to 4.83× 106 1.56× 10−2 to 2.0

Modified Biot numbera, BiK 2.0× 10−5 to 2.0× 10−3 1.56× 10−5 to 2.0× 10−3

a Experimental values at CMC are estimated to be: K = 3.22× 105, J = 2.87× 10−6, J0 = 3.46× 10−3,

and BiK = 1.3× 10−4

Surface and bulk Peclet numbers are believed to be nearly equal, and from the experi-

mental data Pes � Pe = 1.46 × 106, which leads to a value for the expansion parameter

of the hybrid numerical method of � = 0.83 × 10−3. In the simulations, the surface Peclet

number was set to 103. The numerical data and separate simulations with Pes = 0 show

that the influence of surface diffusion in the surfactant conservation equation (19) is neg-

ligible except in the region from the outer edge of the surfactant cap to the drop-thread

merger, close to the end of the mother drop, where there is a substantial increase in Γ,

e.g., at 1.64 � x � 1.90 in Figs. 9(c, g), and the addition of some surface diffusion there is

desirable to prevent overshoot in Γ.

The bulk-interface exchange coefficient J and equilibrium partition coefficient K are

the only dimensionless parameters in the simulations that depend on the ambient bulk
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About one week (wall clock time) was needed for each computational run, and eight runs were

made for each of the imposed flow capillary number values Ca = 1, (0.4), 2.2 as indicated in

the inset. Some of these runs as well as runs at smaller Ca did not produce tipstreaming.

The figure shows close agreement between the range of experimental and simulation data

for the dimensionless bulk surfactant concentration C̄ that produce tipstreaming. From the

expression for C̄ of Eq. (32) this is assisted by closely reproducing the experimental range

of values for the product or modified Biot number BiK in the simulations, while the factor

of two difference in E is partly covered up by the log scale of the figure.

(a) (b)
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FIG. 16. Data in the Q̄, C̄-state-space plane. (a) Conditions for tipstreaming observed experi-

mentally by Moyle et al. [11] are denoted by a square. Lines denote boundaries outside which

tipstreaming is not expected to occur based on a model of the set-up and due to physical limits

as indicated in the plot. Panel reproduced with permission from Ref. [11]. Copyright 2012, AIP

Publishing LLC. (b) Conditions for tipstreaming predicted by the flow-focusing simulations of this

study, with symbol and capillary number Ca as indicated. Close agreement is found for the range

of the dimensionless bulk surfactant concentration data C̄. The difference in the range of values

for the dimensionless flow rate Q̄ is attributed mostly to the difference in the aperture radius r0.

By contrast, the range of Q̄ for tipstreaming that is predicted by the simulations is not

so close to the data of the experiments. An approximate range for the experimental data is

Q̄ ∈ (0.3, 1.0) compared with Q̄ ∈ (0.001, 0.2) for the simulations. Based on the expression

for Q̄ of Eq. (32), if the volume flux of the tipstreaming thread, or equivalently r2thuth, is

considered unaltered, the difference in aperture radius between the experiments (r0 = 0.2)

39

Conditions for tipstreaming

The simulations closely 
replicate the experimental 
values of J0 and BiK, but at 
larger values of Bi and smaller 
values of K, and so it is 
expected that the relative 
importance of adsorption is 
maintained while the role of 
desorption is enhanced

• Rescaling the simulation data for Q̄ to account for the different aperture radius
between experiments and simulation puts it in the range Q̄ ∈ (0.016, 3.13)
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Highly accurate simulations of surfactant-laden drops in 2D Stokes flow

Figure 1: Example of domain consisting of three droplets.

Here it is typical to impose a linear far-field flow, where

u∞ =

�
Q0 B0 +

G0
2

B0 − G0
2 −Q0

�
· x. (4)

The two imposed linear flows considered in this paper are: extensional flow, where B0 = G0 = 0 and

shear flow, where Q0 = 0 and G0 = 2B.

The surfactants considered here are insoluble, i.e. they exist only on the interfaces of the droplets.

Their concentration, ρ(s, t), is described by the convection-diffusion equation [35]

Dρ

Dt
+ ρ (∇s · u) =

1

DΓ
∇2

s ρ, for x ∈ Γ. (5)

Here, DΓ is the diffusion coefficient along the interface and
D
Dt the material derivative. As the surfac-

tants are insoluble, their mass on each interface is conserved,

d

dt

�

Γk(t)
ρ(t)dS = 0, k = 1, . . . , n. (6)

The surfactant concentration and the surface tension at an interface are coupled through an equa-

tion of state. Two common equations of states are the Langmuir equation of state,

σ(ρ) = σ0 +RT log (ρ∞ − ρ) (7)

and the linearised equation of state

σ(ρ) = σ0 −RTρ, (8)

as described in [26]. Here, R is the universal gas constant, T the temperature and σ0 the surface tension

coefficient of a clean interface. Furthermore, ρ∞ is the maximum monolayer packing concentration of

surfactants on Γ(t). Generally, the Langmuir equation of state is considered more accurate. The linear

equation of state is mostly used for problems with low saturation levels. It is also commonly used in

many validation cases, which is the reason it is included here. To switch between the two is trivial.

4

• We use a complex variable formulation of boundary integral equations, fol-
lowing Kropinski (2001)

• Spectral accuracy in space and the adaptive time-stepping scheme allows for
control of the temporal errors

• A challenge is to maintain accuracy when drops are in close proximity

• To address this, we employ a special quadrature, adapted from Helsing and
Ojala (2008)
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different interfaces, the integrals are said to become near-singular. Analytically this is not an issue,
but numerically large errors are introduced as the integrand gets harder to resolve.

To demonstrate how these errors grow, Stokes equations are solved in a fixed domain with Dirichlet
boundary conditions. This problem contains the same near-singular behaviour as (16). Given any
analytical solution to Stokes equations (for example, that generated by a point source forcing as shown
in Figure 2(a)), the Dirichlet velocity data can be evaluated at the boundary and used as boundary
conditions for the numerical method. The boundary integral formulation and exact problem setting is
described in Appendix .1, the domain and solution u(z) are shown in Figure 2(a).

(a) Domain Ω, source points and solution u(z). (b) Error in first quadrant of domain.

Figure 2: Example of analytical solution u(z) and error to (.2) given sources (x1,f1), (x2, f2) and (x3,f3) (black markers)
in a domain Ω. Solution is computed with a composite 16-point Gauss-Legendre quadrature with 25 panels.

The relative error of u(z) compared to the exact solution, using 25 Gauss-Legendre panels, is shown
in Figure 2(b). Here only the first quadrant is shown, as the error behaves identical in the other three.
It is clear that at an evaluation point z0 close to the boundary, errors are large and other treatments of
the integrals are needed for these cases. In this paper a special quadrature is used, which is explained in
§3.4. How close to the panel the errors become large depends on the refinement of the discretisation. In
order to know when special treatment is needed, the quadrature errors of such near-singular integrals
can be estimated. This was originally done by af Klinteberg and Tornberg, where estimates for the
quadrature errors for Laplace’s and Helmholtz equations were derived in [15, 16]. Using the same
approach based on contour integration and calculus of residues for integrals of the type appearing in
(16), the errors when computing u(z) can be estimated also for Stokes equations. Details of this can be
found in Appendix .1. The estimates follow the error levels remarkably well, as is shown in Figure 3.
Both errors and estimates for 25 and 50 panels are shown, and it is clear that refining the interface
discretisation makes the region of large errors narrower, but will not eliminate it.

3.4. Special quadrature

To improve the accuracy of the computation of µ(z, t̄) and u(z, t̄) near the interfaces, the special
quadrature method of [25] will be employed. It was originally introduced by Helsing and Ojala [11] for
Laplace’s equation and extended to Stokes equations in [25]. This is a local method which regards point-
panel pairs. For each evaluation point the error when using a standard Gauss-Legendre quadrature is
estimated on each panel. If it is too large over a specific panel, Γi, the integral over that panel will
instead be treated semi-analytically. An overview of the special quadrature can be found in Appendix
.2.

8

Near singular evaluation

(a) 25 panels (b) 50 panels

Figure 3: Computed error estimates in black for error levels 10−p, where p = 14, 12, . . . , 2, 0. Measured errors in colour.

Solving the same problem of Stokes equations in a domain with non-deforming boundaries as in
§3.3, u(z) obtained by standard quadrature is corrected in the regions where the error is large. The
reduction of error when using the special quadrature can be seen in Figure 4. This error should be
compared to that in Figure 2(b), where standard 16-point composite Gauss-Legendre quadrature is
used. It is clear that errors can be kept at a very low level of order 10−10 or less also for evaluation
points close to the interface.

(a) Error in whole domain. (b) Error in first quadrant.

Figure 4: Logarithm of error when solving Stokes equations using special quadrature for evaluating at points close to
the boundary, cf. Figure 2(b). Solution computed with 50 Gauss-Legendre panels.

4. Numerical method in time

Several steps are needed to simulate the deformation of surfactant-covered droplets through the system
in (14). Here, a method of lines approach is used, where the discretisation in space generates a system
of ODEs to solve in time. This system can then be solved using a numerical method for initial value
problems using a time-integration scheme as described in §4.5.

9

• Compute, e.g.,
�
Γ

f(τ)dτ
τ−z for z near Γ
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Figure 3: Computed error estimates in black for error levels 10−p, where p = 14, 12, . . . , 2, 0. Measured errors in colour.

Solving the same problem of Stokes equations in a domain with non-deforming boundaries as in
§3.3, u(z) obtained by standard quadrature is corrected in the regions where the error is large. The
reduction of error when using the special quadrature can be seen in Figure 4. This error should be
compared to that in Figure 2(b), where standard 16-point composite Gauss-Legendre quadrature is
used. It is clear that errors can be kept at a very low level of order 10−10 or less also for evaluation
points close to the interface.

(a) Error in whole domain. (b) Error in first quadrant.

Figure 4: Logarithm of error when solving Stokes equations using special quadrature for evaluating at points close to
the boundary, cf. Figure 2(b). Solution computed with 50 Gauss-Legendre panels.

4. Numerical method in time

Several steps are needed to simulate the deformation of surfactant-covered droplets through the system
in (14). Here, a method of lines approach is used, where the discretisation in space generates a system
of ODEs to solve in time. This system can then be solved using a numerical method for initial value
problems using a time-integration scheme as described in §4.5.

9

Logarithm of error when solving Stokes equations using special quadrature for
evaluating at points close to the boundary

Special quadrature

• Based on composite Gauss-Legendre quadrature
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◦
w = h(τ)Panel P

Re w

h(P )
◦

−1 1

Special quadrature

Computed analytically, using recursion formula

z w0

�

P

f(τ)

τ − z
dτ =

�

h(P )

f(τ(w))

w − w0
dw (1)

=

� 1

−1

�15
k=0 ckw

k

w − w0
dw + residue (2)

=
15�

k=0

ck

� 1

−1

wk

w − w0
dw + residue (3)
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Figure 7: Steady state deformation, D, vs. Capillary number Q at different elasticity numbers E for inviscid bubbles,
λ = 0. Black lines: validation solutions computed through the method in §5.1. Diamonds: numerical results from the
BIE method. Circles show simulations chosen for the examples of deformed bubbles shown.

Using the method in §5.1, one can obtain a graph for how deformation D depends on Capillary
number Q. Such a graph for two different elasticity numbers, E = 0.5 and E = 0.9, is shown in
Figure 7. The black lines represent the validation solutions computed through the method in §5.1 and
the blue diamonds show results from simulations using the BIE method of this paper. All simulations
have been run from the same initial setting as the previous case, with time-step tolerance 10−6. The
simulations differ only in the choice of Capillary number Q. Examples of bubble deformation and
surfactant concentration are also shown, corresponding to Q = 0.07 and Q = 0.13, shown by circles in
the figure.
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Figure 8: �2 error in z and ρ vs. (left) deformation D for cases in Figure 7 and (right) vs. viscosity ratio λ for deformation
D = 0.29. Solid and dashed lines represent E = 0.5 and E = 0.9 respectively. Dots and triangles represent ez and eρ
respectively. Red solid line shows time-step tolerance 10−6.

To quantify the results in Figure 7, the �2-error for each deformation D is plotted in Figure 8
(left). For each diamond in Figure 7, the simulation and validation data is compared and plotted
vs. deformation D. Note that both cases E = 0.5 and E = 0.9 are shown (solid and dashed lines
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Figure 7: Steady state deformation, D, vs. Capillary number Q at different elasticity numbers E for inviscid bubbles,
λ = 0. Black lines: validation solutions computed through the method in §5.1. Diamonds: numerical results from the
BIE method. Circles show simulations chosen for the examples of deformed bubbles shown.

Using the method in §5.1, one can obtain a graph for how deformation D depends on Capillary
number Q. Such a graph for two different elasticity numbers, E = 0.5 and E = 0.9, is shown in
Figure 7. The black lines represent the validation solutions computed through the method in §5.1 and
the blue diamonds show results from simulations using the BIE method of this paper. All simulations
have been run from the same initial setting as the previous case, with time-step tolerance 10−6. The
simulations differ only in the choice of Capillary number Q. Examples of bubble deformation and
surfactant concentration are also shown, corresponding to Q = 0.07 and Q = 0.13, shown by circles in
the figure.
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Figure 8: �2 error in z and ρ vs. (left) deformation D for cases in Figure 7 and (right) vs. viscosity ratio λ for deformation
D = 0.29. Solid and dashed lines represent E = 0.5 and E = 0.9 respectively. Dots and triangles represent ez and eρ
respectively. Red solid line shows time-step tolerance 10−6.

To quantify the results in Figure 7, the �2-error for each deformation D is plotted in Figure 8
(left). For each diamond in Figure 7, the simulation and validation data is compared and plotted
vs. deformation D. Note that both cases E = 0.5 and E = 0.9 are shown (solid and dashed lines
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Error in interface shape and Γ, for E = 0.5 (solid lines) and E = 0.9 (dashed
lines).

Deformation D vs.
Capillary number Q

Comparison with exact analytical solutions for insoluble surfactant (S. 1999)
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respectively), and that they for the same D were obtained by different Q. It is shown that both errors
(ez and eρ) stay below time-step tolerance.

As mentioned in §5.1, the viscosity ratio does not affect steady state deformation in the case of
PeΓ = ∞. The results of this paper agree with this observation, as is shown in Figure 8 (right). There,
droplets of different viscosity ratios ranging from λ = 0 (corresponding to an inviscid bubble) to λ = 2
were deformed under Capillary number Q = 0.14. As can be seen in the figure, both interface position
and surfactant concentration coincides with that for bubbles up to time-step tolerance.

6.2. A pair of clean bubbles in extensional flow

Using the approach described in §5.2, the semi-analytical solutions for a pair of bubbles deforming in
an extensional flow are computed and compared against the boundary integral method of this paper.

The following case has been selected as it pushes the bubbles close to each other, thus providing
an excellent test case for the special quadrature. The bubbles are initially circular with radius one,
centred around ±1.419i which corresponds to an initial φ(0) = 0.35. The bubbles are clean, i.e. there
are no surfactants present in this problem, and they deform under an extensional flow with Capillary
number Q = 0.5 until time t = 1.5. At the final time, the minimum distance between the bubbles is
0.04. In Figure 9 the movement of the bubbles over time and final deformation is shown (left and right
respectively).
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Figure 9: Clean bubbles deforming in an extensional flow. Left: interface position from time t = 0 to t = 1.5, at dt = 0.3
intervals, computed with BIE method. Right: final interface configuration at time t = 1.5. Red box: cut-off region for
method comparisons.

The interface position obtained from the BIE method is denoted z(α, t), where α ∈ [0, 2π). In
Figure 10 (right) the discretisation along the interface is shown. Note that it is uniform around the
interface. In contrast, the discretisation along the interface for the validation method is not uniform,
see Figure 10 (left). There, the points are clustered where the distance between the bubbles is the
smallest. When comparing the results of the two methods, only the part of the interfaces between
α = 2π

3 and α = 4π
4 will be considered. This corresponds to the red box in Figure 9 (right). This cut-

off is made because the discretisation of the validation method is very coarse outside of it, with large
spatial errors. Also, since it is the area of near-interaction between the bubbles which is of greatest
interest, as it is there the boundary integral method will potentially struggle the most, it is sufficient
to consider this part.

To investigate how the two methods behave, they are compared against a reference solution, zref =
xref + iyref . This solution is computed with the boundary integral method using 600 Gauss-Legendre
panels, i.e. Nk = 9600, k = 1, 2, and a time-step tolerance of tol = 10−10. To compare the non-uniform
discretisation of the validation method with the uniform discretisation of the BIE method, the map
as in (58) is employed and the points are interpolated using a non-uniform FFT. Errors in both x- and
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Figure 13: Pair of surfactant-covered bubbles deforming over time. Left: interface position from time t = 0 to t = 1, at
dt = 0.2 intervals, computed with BIE method. Right: surfactant concentration at corresponding times.
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Figure 14: Surfactant-covered bubbles at time t = 1. Left: interface position at final time. Cut-off region shown in black
box. Right: surfactant concentration at final time.

6.4. The Swiss roll

To further assess the BIE method, a more complicated simulation is set up to test the robustness of

the method. The setup is inspired by that in [25]. The drop configuration is shown in Figure 17.

No far-field flow is imposed, instead the drops will be allowed to deform until circular under surface

tension. A drop is deemed circular when

����1−
max (|z − c|)
mean(|z − c|)

���� < 10
−4,

where c is the centre of each drop and z its interface discretisation.

The largest drop (i.e. the roll) will be covered with surfactants with an initial uniform concentration

ρ0 = 1. Other parameters are Pe = 10 and E = 0.1. The authors note that the standard nondimen-

sionalisation of length by initial radius is not appropriate in this case; instead the characteristic length

of half of the length of a square box containing the initial drop configuration is used. Initially, the roll

is covered with 375 panels and the ellipses 37 panels each. For this simulation λk = 1 for all drops

k is considered, in order to make the simulation run in a reasonable time on a standard workstation.

The simulation has also been run with 50 % more points without any visible difference. Comparing

the final circle radius and centre point between the two discretisations, they differ on the level of the

circular tolerance imposed above. The simulation takes approximately 105 time steps.
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Figure 13: Pair of surfactant-covered bubbles deforming over time. Left: interface position from time t = 0 to t = 1, at
dt = 0.2 intervals, computed with BIE method. Right: surfactant concentration at corresponding times.
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Figure 14: Surfactant-covered bubbles at time t = 1. Left: interface position at final time. Cut-off region shown in black
box. Right: surfactant concentration at final time.
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To further assess the BIE method, a more complicated simulation is set up to test the robustness of

the method. The setup is inspired by that in [25]. The drop configuration is shown in Figure 17.

No far-field flow is imposed, instead the drops will be allowed to deform until circular under surface

tension. A drop is deemed circular when
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max (|z − c|)
mean(|z − c|)

���� < 10
−4,

where c is the centre of each drop and z its interface discretisation.

The largest drop (i.e. the roll) will be covered with surfactants with an initial uniform concentration

ρ0 = 1. Other parameters are Pe = 10 and E = 0.1. The authors note that the standard nondimen-

sionalisation of length by initial radius is not appropriate in this case; instead the characteristic length

of half of the length of a square box containing the initial drop configuration is used. Initially, the roll

is covered with 375 panels and the ellipses 37 panels each. For this simulation λk = 1 for all drops

k is considered, in order to make the simulation run in a reasonable time on a standard workstation.

The simulation has also been run with 50 % more points without any visible difference. Comparing

the final circle radius and centre point between the two discretisations, they differ on the level of the

circular tolerance imposed above. The simulation takes approximately 105 time steps.
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Figure 15: Point-wise absolute difference in x- and y-coordinates and surfactant concentration for validation method
(left) and BIE method (right) against reference solution. Solid lines/markers show time-step tolerance 10−6, dashed for
tolerance 10−8. BIE method computed with 576 and 800 points per bubble respectively. Validation method computed
with 2049 and 8193 points respectively. Markers: ◦, � and � corresponds to ex, ey and eρ respectively.
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Figure 16: Error as a function of number of discretisation points for validation method (left) and BIE method (right).
Solid lines/markers show results for time-step tolerance 10−6 and dashed lines tolerance 10−8. The spatial adaptivity
of the BIE method was turned off to keep N constant throughout the simulation. Markers: ◦ and � corresponds to ez
and eρ respectively.

How the drops deform in time is shown in Figure 18. The drops reach their circular form at time

t = 70. The minimal distance between drops measured during the simulation is 9 · 10−5
. This can

be compared to a corresponding simulation without surfactants, where the drops are circular at time

t = 32, with minimal distance 3 · 10−4
.

7. Conclusions

This paper presents a highly accurate boundary integral method to simulate deforming droplets in

Stokes flow. The method can be used for both droplets and inviscid bubbles, both which may be

covered by insoluble surfactants. The boundary integral method is coupled with a pseudo-spectral

method for surfactant concentration, and together they are spectrally accurate in space.

The errors introduced by the numerical evaluation of the integrals in the boundary integral equation

when droplets get close to each other are accurately estimated using contour integrals. These errors are

removed using a special quadrature, which enables the method to simulate close drop-drop interactions

very accurately.

28

Validation against a semi-analytic solution of Crowdy et al. (2005)

BIE method computed with 576 and 800 points per bubble respectively. Valida-
tion method computed with 2049 and 8193 points respectively. Markers: ◦,�, �
correspond to relative errors in x, y and Γ respectively
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Figure 17: Drop configuration for the swiss roll simulation.

Given a sufficient spatial resolution, the accuracy of the method is limited only by the set tolerance
of the adaptive time-stepping scheme. To the knowledge of the authors, this method is more accurate
than other methods to simulate Stokes flow in 2D currently available.

By presenting a set of easily accessible algorithms based on exact and semi-analytical solutions,
the hope of the authors is that this will set a standard of validation for any proposed new method for
surfactant-laden drops in 2D.
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Appendix .1. Error estimates

As discussed in §3.3, the integrals in equations (15) and (16) both contain terms (zj − zi)−1, which is
problematic when �zi − zj� � 1, i �= j. The integrals are then said to become near-singular, which
is a numerical problem where large errors are introduced through under-resolving the integrand. To
see how the errors grow as an evaluation point z0 ∈ Ω is approaching an interface Γ, the quadrature
errors of such near-singular integrals can be approximated [15, 16].

In the following, the error of the near-singular integrals when solving Stokes equations in a domain
with non-deforming boundaries, Ω, is considered. Similarly to the BIE formulation in §2.3, a complex-
valued density is introduced and solved for on the boundary Γ through

µ(z) +
1

π

�

Γ
µ(τ)�

�
dτ

τ − z

�
− 1

π

�

γ
µ(τ)

� {dτ (τ − z)}
(τ − z)2

= f(z), z ∈ Γ, (.1)

where f(z) is the prescribed boundary condition of Γ. Setting the right hand side f(z), z ∈ Γ, as a sum
of Stokeslets for point sources surrounding Ω, the analytical solution u(z) = f(z) for all z ∈ Ω. For a
given set of point sources: f1 = 4π + 4iπ located at x1 = 1.1 + 1.3i, f2 = π − 2iπ at x2 = −1.4− 1.3i
and f3 = −0.5π + 3.5iπ at x3 = 1.3 − 0.75i, the solution is given in Figure 2(a) (right). The domain
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Final example: ‘Swiss roll’

(a) t = 2.5 (b) t = 5

(c) t = 10 (d) t = 20

(e) t = 30 (f) t = 50

Figure 18: Deformation over time for the swiss roll domain. Surfactant concentration in colour of the same scale as in
Figure 17.
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Conclusion

1. We have developed a numerical method that combines an asymptotic reduc-
tion in an interface-fitted coordinate system for Pe → ∞ with a BI method for
two-phase flow.

• The method is used to investigated the influence of geometric flow focusing
on the tipstreaming of a drop that is facilitated by soluble surfactant.

• The flow focussing geometry is found to produce thinner fluid threads dur-
ing tipstreaming, with a higher surfactant concentration.

2. We have developed a BI method for multiple surfactant-laden drops in two-
dimensional flow, that retains high accuracy when drops are close together.

• The method was validated by comparing to exact analytical solutions for
a single drop and semi-analytical solutions for two drops in straining flows.
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