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## Hidden Markov Models: an example



## Hidden Markov Models: an example

RNC - Ribosome-Nascent-chain-Complex ("cargo")
SRP - Signal Recognition Particle ("cargo ship")
SR - SRP Receptor ("lighthouse")
load (1) $\longrightarrow$ move (2) $\longrightarrow$ dock (3) $\longrightarrow$ deliver (4)


## Hidden Markov Models: an example

Single-molecule experiments - real time trajectory of FRET (distance).

FRET: energy transfer rate between two light-sensitive molecules.


SRP-SR complex
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Ship (SRP) + Lighthouse (SR)


Ship + Lighthouse + Cargo
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Ship + Lighthouse + Cargo + Dock
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Refer to Chen et al. (2016) for details.

## Outline

(1) A Motivating Example from Single-Molecule Experiments
(2) Introduction: Hidden Markov Models
(3) HMM Model Selection

- Existing Algorithms
- Proposed Marginal Likelihood Method
- Posterior Sampling of HMM
- Estimating Normalizing Constant
- Proposed Procedure for Marginal Likelihood

4 Numerical Performance
(5) Theoretical Properties
(8) References

## Introduction: Hidden Markov Models



## Introduction: Hidden Markov Models



- Observations: $\boldsymbol{y}_{1: N}=\left(y_{1}, \ldots, y_{N}\right) \in \mathbb{R}^{N}$.
- Hidden states: $\boldsymbol{x}_{1: N}=\left(x_{1}, \ldots, x_{N}\right) \in\{1,2, \ldots, K\}^{N}$.
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- Observations: $\boldsymbol{y}_{1: N}=\left(y_{1}, \ldots, y_{N}\right) \in \mathbb{R}^{N}$.
- Hidden states: $\boldsymbol{x}_{1: N}=\left(x_{1}, \ldots, x_{N}\right) \in\{1,2, \ldots, K\}^{N}$.
- Data generating process:

$$
P\left(X_{t+1}=j \mid X_{t}=k\right)=P_{k j}, \quad Y_{t} \mid X_{t}=k \sim \mathcal{F}\left(\boldsymbol{\theta}_{k}\right)
$$

- Parameters: $\boldsymbol{P}=\boldsymbol{P}_{K \times K},\left\{\boldsymbol{\theta}_{k}\right\}_{k=1}^{K}$.
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- observed at discrete time points $\left\{t_{1}, \ldots, t_{n}\right\}$
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## Hidden Markov Models: Order Selection

- Focus: discrete state space hidden Markov models
- the hidden states $X_{i}$ have a finite support
- observed at discrete time points $\left\{t_{1}, \ldots, t_{n}\right\}$
- K: size of the support of the hidden states
- not known beforehand
- conveys important information of the underlying process
- Goal: provide the marginal likelihood method
- to determine $K$
- consistent
- computationally feasible
- minimal tuning
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## Model Selection

Model Selection (General mixture models)

- Penalized likelihood Methods/ Information Criterion

Chen and Kalbfleisch (1996); Lo et al. (2001); Jeffries (2003); Chen et al. (2008); Chen and Tan (2009); Chen and Li (2009); Chen and Khalili (2009); Huang et al. (2013); Rousseau and Mengersen (2011); Hui et al. (2015).

- Bayes Factors ( $\approx$ BIC asymptotically). Kass and Raftery (1995).
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## Model Selection (General mixture models)

- Penalized likelihood Methods/ Information Criterion

Chen and Kalbfleisch (1996); Lo et al. (2001); Jeffries (2003); Chen et al. (2008); Chen and Tan (2009); Chen and Li (2009); Chen and Khalili (2009); Huang et al. (2013); Rousseau and Mengersen (2011); Hui et al. (2015).

- Bayes Factors ( $\approx$ BIC asymptotically). Kass and Raftery (1995).


## Model Selection for HMM

- Existing work on finite-alphabet HMMs.

Finesso (1990); Ziv and Merhav (1992); Kieffer (1993); Liu and Narayan (1994);
Gassiat and Boucheron (2003); Rydén (1995); Ephraim and Merhav (2002).

- Most popular in practice: BIC (Rydén et al., 1998).
- Problem: lack of theoretical justification; unbounded likelihood.
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## Proposed Method: Marginal Likelihood

The marginal likelihood of HMM with $K$ hidden states is

$$
p_{K}\left(\boldsymbol{y}_{1: N}\right)=\int_{\Theta} \int_{\mathcal{X}^{N}} p\left(\boldsymbol{y}_{1: N}, \boldsymbol{x}_{1: N} \mid \boldsymbol{\theta}\right) d \boldsymbol{x}_{1: N} p_{0}(\boldsymbol{\theta}) d \boldsymbol{\theta}
$$

- Posterior samples: $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{M} \sim p\left(\boldsymbol{\theta} \mid \boldsymbol{y}_{1: N}\right)$.
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## Proposed Method: Marginal Likelihood

The marginal likelihood of HMM with $K$ hidden states is

$$
p_{K}\left(\boldsymbol{y}_{1: N}\right)=\int_{\Theta} \int_{\mathcal{X}^{N}} p\left(\boldsymbol{y}_{1: N}, \boldsymbol{x}_{1: N} \mid \boldsymbol{\theta}\right) d \boldsymbol{x}_{1: N} p_{0}(\boldsymbol{\theta}) d \boldsymbol{\theta} .
$$

- Posterior samples: $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{M} \sim p\left(\boldsymbol{\theta} \mid \boldsymbol{y}_{1: N}\right)$.
- $p_{K}\left(\boldsymbol{y}_{1: N}\right)$ is the unknown normalizing constant.
- Unnormalized posterior $p\left(\mathbf{y}_{1: n} \mid \phi\right) p_{0}(\phi)$ can be evaluated at any $\phi$ : forward algo. (Baum and Petrie, 1966; Baum et al., 1970; Xuan et al., 2001)
- Proposed Procedure:
posterior sampling + estimating normalizing constant.
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## Posterior Sampling of HMM

Data Augmentation (Gibbs Sampling):

- Augment the parameter space with the hidden states (Tanner and Wong, 1987; Rydén, 2008).
- Sample parameters and hidden states iteratively till convergence.
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## Posterior Sampling of HMM

Data Augmentation (Gibbs Sampling):

- Augment the parameter space with the hidden states (Tanner and Wong, 1987; Rydén, 2008).
- Sample parameters and hidden states iteratively till convergence.
- Pros and cons: Iterative algorithm (slow), full posterior.

MCMC + Forward algorithm

- Forward algorithm (Baum and Petrie, 1966; Baum et al., 1970; Xuan et al., 2001): integrate out hidden states in linear time.
- Any MCMC algorithm (Liu, 2001) can be applied here.
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## Estimation of Normalizing Constant: Literature

## Existing Work

- Laplace approximation \& Bartlett adjustment (DiCiccio et al., 1997).
- Methods based on importance sampling and reciprocal importance sampling (Geweke, 1989; Oh and Berger, 1993; Newton and Raftery, 1994; Gelfand and Dey, 1994; lonides, 2008; Neal, 2005; Steele et al., 2006; Chen and Shao, 1997; DiCiccio et al., 1997).
- Methods based on Markov chain Monte Carlo (MCMC) output (Chib, 1995; Geyer, 1994; Chib and Jeliazkov, 2001, 2005; de Valpine, 2008; Petris and Tardella, 2007).
- Estimating ratio of normalizing constants: bridge sampling (Meng and Wong, 1996) and path sampling (Gelman and Meng, 1998).


## Estimation of Normalizing Constant: Literature

- Importance sampling (IS) $\hat{C}_{1}$.
$q(\cdot)$ should be similar to and have tails no thinner than $h(\cdot)$; $q(\cdot)=\phi(\cdot ; \hat{\theta}, \hat{\Sigma})$. The locally restricted version $\hat{C}_{I}^{*}$.
- Reciprocal importance sampling (RIS) $\hat{C}_{R}$.
$s(\cdot)$ should be similar to $h(\cdot)$ and has sufficiently thin tails, $s(\cdot)=\phi(\cdot ; \hat{\theta}, \hat{\Sigma})$. The locally restricted version: $\hat{C}_{R}^{*}$.

$$
\begin{gathered}
\hat{C}_{I}=\frac{1}{M} \sum_{i=1}^{M} \frac{h\left(\tilde{\theta}_{i}\right)}{q\left(\tilde{\theta}_{i}\right)}, \hat{C}_{R}=\left[\frac{1}{m} \sum_{i} \frac{s\left(\theta_{i}\right)}{h\left(\theta_{i}\right)}\right]^{-1} . \\
\hat{C}_{I}^{*}=\frac{\frac{1}{M} \sum_{i} h\left(\tilde{\theta}_{i}\right) Z_{B}\left(\tilde{\theta}_{i}\right) / q\left(\tilde{\theta}_{i}\right)}{\frac{1}{m} \sum_{i} Z_{B}\left(\theta_{i}\right)}, \hat{C}_{R}^{*}=\alpha\left[\frac{1}{m} \sum_{i} \frac{s\left(\theta_{i}\right) Z_{B}\left(\theta_{i}\right)}{h\left(\theta_{i}\right)}\right]^{-1} .
\end{gathered}
$$

## Importance Sampling - Travel with Maps
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## Estimation of Normalizing Constant: Procedure I

(1) Obtain posterior samples. Sample from $p\left(\phi_{K} \mid \mathbf{y}_{1: n}\right)$ using a preferred MCMC algorithm, and denote the samples by $\left\{\phi_{K}^{(i)}\right\}_{i=1}^{N}$ (where $N$ is often a few thousand).
(2) Find a "good" importance function. Fit a Gaussian/student- $t$ mixture model using the samples $\left\{\phi_{K}^{(i)}\right\}_{i=1}^{N}$.
(3) Choose a finite region. Choose $\Omega_{K}$ to be a bounded subset of the parameter space such that $1 / 2<\int_{\Omega_{K}} g(\cdot)<1$. This can be achieved through finding an appropriate finite region for each mixing component of $g(\cdot)$, avoiding the tail parts.
(9) Estimate $p_{K}\left(\boldsymbol{y}_{1: n}\right)$ using either way as follows:

## Estimation of Normalizing Constant: Procedure II

- Reciprocal importance sampling. Approximate $p_{K}\left(\mathbf{y}_{1: n}\right)$ by

$$
\begin{equation*}
\hat{p}_{K}^{(R I S)}\left(\boldsymbol{y}_{1: n}\right)=\left[\frac{1}{N \int_{\Omega_{k}} g(\cdot)} \sum_{i=1}^{N} \frac{g\left(\phi_{K}^{(i)}\right)}{p\left(\mathbf{y}_{1: n}, \phi_{K}^{(i)}\right)} I_{\phi_{K}^{(i)} \in \Omega_{K}}\right]^{-1} \tag{1}
\end{equation*}
$$

where $I_{\phi_{K}^{(i)} \in \Omega_{K}}=1$ if $\phi_{K}^{(i)} \in \Omega_{K}$ and zero otherwise.

- Importance sampling.
(1) Draw $M$ independent samples from $g(\cdot)$, denoted by $\left\{\boldsymbol{\psi}_{K}^{(j)}\right\}_{1 \leq j \leq M}$.
(2) Approximate $p_{K}\left(\mathbf{y}_{1: n}\right)$ by

$$
\begin{equation*}
\hat{p}_{K}^{(I S)}\left(\boldsymbol{y}_{1: n}\right)=\frac{1}{M P_{\Omega}} \sum_{j=1}^{M} \frac{p\left(\mathbf{y}_{1: n}, \psi_{K}^{(j)}\right)}{g\left(\psi_{K}^{(j)}\right)} I_{\left\{\psi_{K}^{(j)} \in \Omega_{K}\right\}}, \tag{2}
\end{equation*}
$$

where $I_{\left\{\psi_{K}^{(j)} \in \Omega_{K}\right\}}=1$ if $\psi_{K}^{(j)} \in \Omega_{K}$ and zero otherwise; $P_{\Omega}=\# \mathcal{S} / N$, where $\mathcal{S}=\left\{i: \phi_{K}^{(i)} \in \Omega_{K} ; 1 \leq i \leq N\right\}$.
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## Design of Simulation Experiments

- Parmeters: $\boldsymbol{\mu}=(1,2, \ldots, K), \boldsymbol{\sigma}^{2}=\left(\sigma^{2}, \ldots, \sigma^{2}\right)$.
- Four kinds of transition matrices: flat $\left(P_{K}^{(1)}\right)$, moderate and strongly diagonal $\left(P_{K}^{(2)}, P_{K}^{(3)}\right)$ and strongly off-diagonal $\left(P_{K}^{(4)}\right)$.
- For example, if $K=4$, the four matrices are:

$$
\left.\begin{array}{l}
P_{4}^{(1)}=\left(\begin{array}{llll}
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & 0.25 & 0.25
\end{array}\right), P_{4}^{(2)}=\left(\begin{array}{ccc}
0.8 & 1 / 15 & 1 / 15 \\
1 / 15 & 0.8 & 1 / 15 \\
1 / 15 \\
1 / 15 & 1 / 15 & 0.8 \\
1 / 15 & 1 / 15 & 1 / 15
\end{array}\right) 0.8
\end{array}\right),
$$

## HMM State Selection Correct Frequency

| K | $\sigma$ | $n$ | $Q_{K}=P_{K}^{(1)}$ |  | $Q_{K}=P_{K}^{(2)}$ |  | $Q_{K}=P_{K}^{(3)}$ |  | $Q_{K}=P_{K}^{(4)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ML | BIC | ML | BIC | ML | BIC | ML | BIC |
| 2 | 0.2 | 200 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 0.3 | 200 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 0.4 | 200 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 3 | 0.2 | 200 | 100 | 100 | 100 | 100 | 95.0 | 96.0 | 100 | 100 |
| 3 | 0.3 | 200 | 62.5 | 22.5 | 100 | 99.5 | 96.0 | 94.5 | 99.0 | 92.5 |
| 3 | 0.4 | 200 | 1.50 | 0.00 | 91.0 | 77.0 | 88.5 | 88.0 | 25.0 | 10.5 |
| 4 | 0.2 | 200 | 100 | 90.0 | 100 | 100 | 81.0 | 76.0 | 100 | 97.5 |
| 4 | 0.3 | 200 | 4.00 | 0.00 | 97.0 | 85.0 | 65.0 | 60.0 | 22.0 | 0.50 |
| 4 | 0.4 | 200 | 0.00 | 0.00 | 45.0 | 21.0 | 37.5 | 37.0 | 0.00 | 0.00 |
| 5 | 0.2 | 200 | 99.0 | 15.5 | 99.5 | 95.0 | 55.0 | 44.0 | 99.5 | 29.0 |
| 5 | 0.3 | 200 | 0.50 | 0.00 | 82.0 | 37.0 | 24.0 | 19.0 | 1.00 | 0.00 |
| 5 | 0.4 | 200 | 0.00 | 0.00 | 10.5 | 1.00 | 7.00 | 4.50 | 0.00 | 0.00 |

## HMM State Selection Correct Frequency

| K | $\sigma$ | $n$ | $Q_{K}=P_{K}^{(1)}$ |  | $Q_{K}=P_{K}^{(2)}$ |  | $Q_{K}=P_{K}^{(3)}$ |  | $Q_{K}=P_{K}^{(4)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ML | BIC | ML | BIC | ML | BIC | ML | BIC |
| 2 | 0.2 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 0.3 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 0.4 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 3 | 0.2 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 3 | 0.3 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 3 | 0.4 | 2000 | 98.5 | 72.0 | 100 | 100 | 100 | 100 | 100 | 100 |
| 4 | 0.2 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 4 | 0.3 | 2000 | 99.5 | 98.5 | 100 | 100 | 100 | 100 | 100 | 100 |
| 4 | 0.4 | 2000 | 4.50 | 0.00 | 100 | 100 | 100 | 100 | 84.0 | 20.5 |
| 5 | 0.2 | 2000 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 5 | 0.3 | 2000 | 95.0 | 23.5 | 100 | 100 | 100 | 100 | 99.0 | 87.0 |
| 5 | 0.4 | 2000 | 0.00 | 0.00 | 100 | 100 | 100 | 100 | 2.00 | 0.00 |
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## Consistency of Marginal Likelihood Method: HMM

## Theorem

Assume regularity conditions 1)-5). Then for any $K \neq K^{*}$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{p_{K}\left(\mathbf{y}_{1: n}\right)}{p_{K^{*}}\left(\mathbf{y}_{1: n}\right)}=o_{P}\left(n^{-1 / 2} \log n\right) \tag{3}
\end{equation*}
$$

Furthermore, if $K^{*}$ is bounded from above, i.e. there exists a finite positive constant $\bar{K}$ such that $K^{*} \leq \bar{K}$, then as $n \rightarrow \infty$,

$$
\begin{equation*}
\widehat{K}_{n}:=\arg \max _{1 \leq K \leq \bar{K}} p_{K}\left(\mathbf{y}_{1: n}\right) \xrightarrow{P} K^{*} . \tag{4}
\end{equation*}
$$

## Connections of HMM and GM



## Consistency of Marginal Likelihood Method: GM

Theorem
Assume that all the conditions in Theorem 1 hold, except that condition (C1) is replaced by (C1') in Appendix, which restricts $\nu_{K}\left(\cdot \mid \beta_{K}\right)$ to be supported on $\tilde{\mathcal{Q}}_{K}=\left\{Q: q_{1 k}=q_{2 k}=\cdots=q_{K k}\right.$ for all $\left.1 \leq k \leq K\right\}$, i.e., assuming a prior for a mixture model without state dependency. Then the consistency of $\widehat{K}_{n}$ defined in (4) still holds.
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- Computational cost: Theorem 1 (HMM) > Theorem 2 (GM).


## Consistency of Marginal Likelihood Method: GM

## Theorem

Assume that all the conditions in Theorem 1 hold, except that condition (C1) is replaced by (C1') in Appendix, which restricts $\nu_{K}\left(\cdot \mid \beta_{K}\right)$ to be supported on $\tilde{\mathcal{Q}}_{K}=\left\{Q: q_{1 k}=q_{2 k}=\cdots=q_{K k}\right.$ for all $\left.1 \leq k \leq K\right\}$, i.e., assuming a prior for a mixture model without state dependency. Then the consistency of $\widehat{K}_{n}$ defined in (4) still holds.

- Computational cost: Theorem 1 (HMM) > Theorem 2 (GM).
- Theorem 2 requires $n$ to be large so that $\boldsymbol{y}_{1: n}$ shows a "mixture model" behaviour through stability convergence $\Rightarrow$ a larger constant term in front of the common rate $n^{-1 / 2} \log n$.
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## Questions

## Email: ychenang@umich.edu
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